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Preface
Do You Think This Might Be Important?
It’s customary for authors to begin textbooks by trying to convince readers that their
subject is important, even exciting. Following the events of the financial crisis and reces-
sion of 2007–2009, we doubt anyone needs convincing that the study of money, bank-
ing, and financial markets is important. And exciting . . . maybe it’s a little too exciting.
Nothing comparable to the upheaval of 2007–2009 had happened in the financial sys-
tem since the Great Depression of the 1930s. The financial crisis changed virtually
every aspect of how money is borrowed and lent, how banks and other financial firms
operate, and how policymakers regulate the financial system. There seems little doubt
that the effects of the crisis will linger for a very long time, just as did the effects of the
Great Depression.

Our Approach
In this book, we provide extensive analysis of the financial events of the past few years.
We believe these events are sufficiently important to be incorporated into the body of
the text rather than just added as boxed-off features. In particular, we stress the lesson
policymakers recently learned the hard way: What happens in the ever-expanding part
of the financial system that does not involve commercial banks is of vital importance to
the entire economy.

We realize, however, that the details of the financial crisis and recession will even-
tually pass into history. What we strive to do in this text is not to add to the laundry
list of facts that students must memorize. Instead, we present students with the under-
lying economic explanations of why the financial system is organized as it is and how
the financial system is connected to the broader economy. We are gratified by the suc-
cess of our principles of economics textbook, and we have employed a similar
approach in this textbook: We provide students with a framework that allows them to
apply the theory that they learn in the classroom to the practice of the real world.
By learning this framework, students will understand not just the 2007–2009 financial
crisis and other past events but also developments in the financial system during the
years to come. To achieve this goal, we have built four advantages into this text:

1. A framework for understanding, evaluating, and predicting
2. A modern approach
3. Integration of international topics
4. A focus on the Federal Reserve

Framework of the Text: Understand, Evaluate, Predict
The framework underlying all discussions in this text has three levels. First, students
learn to understand economic analysis. “Understanding” refers to students developing
the economic intuition they need to organize concepts and facts. Second, students
learn to evaluate current developments and the financial news. Here, we challenge
students to use financial data and economic analysis to think critically about how to
interpret current events. Finally, students learn to use economic analysis to predict
likely changes in the economy and the financial system. Having just come through a
period in which Federal Reserve officials, members of Congress, heads of Wall Street
firms, and nearly everyone else failed to predict a huge financial crisis, the idea that
we can prepare students to predict the future of the financial system may seem overly 
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ambitious—to say the least. We admit, of course, that some important events are dif-
ficult to anticipate. But knowledge of the economic analysis we present in this book
does make it possible to predict many aspects of how the financial system will evolve.
For example, in Chapter 12, “Financial Crises and Financial Regulation,” we discuss
the ongoing cycle of financial crisis, regulatory response, financial innovation, and
further regulatory response. The latest episode in this cycle was the passage in July
2010 of the Dodd-Frank Wall Street Reform and Consumer Protection Act. With our
approach, students learn not just the new regulations contained in Dodd-Frank but,
more importantly, the key lesson that over time innovations by financial firms are
likely to supersede many of the provisions of Dodd-Frank. In other words, students
will learn that the financial system is not static—it evolves over time in ways that can
be understood using economic analysis.

A Modern Approach
Textbooks are funny things. Most contain a mixture of the current and the modern
alongside the traditional. Material that is helpful to students is often presented along with
material that is not so helpful or that is—frankly—counterproductive. We believe the
ideal is to produce a textbook that is modern and incorporates the best of recent research
on monetary policy and the financial system without chasing every fad in economics or
finance. In writing this book, we have looked at the topics in the money and banking
course with fresh eyes. We have pruned discussion of material that is less relevant to the
modern financial system or no longer considered by most economists to be theoretically
sound. We have also tried to be as direct as possible in informing students of what is and
is not important in the financial system and policymaking as they exist today. For exam-
ple, rather than include the traditional long discussion of the role of reserve require-
ments as a monetary policy tool, we provide a brief overview and note that the Federal
Reserve has not changed reserve requirements since 1992. Similarly, it has been several
decades since the Fed paid serious attention to targets for M1 and M2. Therefore, in
Chapter 18, “Monetary Theory II: The IS–MP Model,” we replace the IS–LM model—
which assumes that the central bank targets the money stock, rather than an interest
rate—with the IS–MP model, first suggested by David Romer more than 15 years ago.
We believe that our modern approach improves the ability of students to make the con-
nection between the text material and the economic and financial world they read
about. (For those who do wish to cover the IS-LM model, we provide an appendix on
that model after Chapter 18.)

By cutting out-of-date material, we have achieved two important goals: (1) We pro-
vide a much briefer and more readable text, and (2) we have made room for discussion
of essential topics, such as the “shadow banking system” of investment banks, hedge
funds, and mutual funds, as well as the origins and consequences of financial crises. See
Chapter 11, “Investment Banks, Mutual Funds, Hedge Funds, and the Shadow Banking
System,” and Chapter 12, “Financial Crises and Financial Regulation.” Other texts either
omit these topics or cover them only briefly.

We have both taught money and banking to undergraduate and graduate students for
many years. We believe that the modern, real-world approach in our text will engage stu-
dents in ways that no other text can.

Integration of International Topics
When the crisis in subprime mortgages began, Federal Reserve Chairman Ben Bernanke
famously observed that it was unlikely to cause much damage to the U.S. housing mar-
ket, much less the wider economy. (We discuss Bernanke’s argument in Chapter 12,
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“Financial Crises and Financial Regulation,” where we note that he was hardly alone in
making such statements.) As it turned out, of course, the subprime crisis devastated not
only the U.S. housing market but the U.S. financial system, the U.S. economy, and the
economies of most of the developed world. That a problem in one part of one sector of
one economy could cause a worldwide crisis is an indication that a textbook on money
and banking must take seriously the linkages between the U.S. and other economies.
Our text consists of only 18 chapters and is one of the briefest texts on the market. We
achieved this brevity by carefully pruning many out-of-date and esoteric topics to focus
on the essentials, which includes a careful exploration of international topics. We devote
two full chapters to international topics: Chapter 8,“The Market for Foreign Exchange,”
and Chapter 16, “The International Financial System and Monetary Policy.” In these
chapters, we discuss such issues as the European sovereign debt crisis of 2010 and the
increased coordination of monetary policy actions among central banks. We realize,
however, that, particularly in this course, what is essential to one instructor is optional
to another. So, we have written the text in a way that allows instructors to skip one or
both of the international chapters.

A Focus on the Federal Reserve
We can hardly claim to be unusual in focusing on the Federal Reserve in a money and
banking textbook . . . but we do! Of course, all money and banking texts discuss the
Fed, but generally not until near the end of the book—and the semester. Based on
speaking to instructors in focus groups and on our own teaching experience, we
believe that this approach is a serious mistake. We have found that students often have
trouble integrating the material in the money and banking course. To them, the course
often seems a jumble of unrelated topics. Particularly in light of recent events, the role
of the Fed can serve as a unifying theme for the course. Accordingly, we provide an
introduction and overview of the Fed in Chapter 1, “Introducing Money and the
Financial System,” and in each subsequent chapter, we expand on the Fed’s role in the
financial system. So, by the time students read Chapter 13, “The Federal Reserve and
Central Banking,” where we discuss the details of the Fed’s operation, students already
have a good idea of the Fed’s importance and its role in the system.

Special Features
We can summarize our objective in writing this textbook as follows: to produce a
streamlined, modern discussion of the economics of the financial system and of the
links between the financial system and the economy. To implement this objective, we
have developed a number of special features. Some are similar to the features that have
proven popular and effective aids to learning in our principles of economics textbook,
while others were developed specifically for this book.



also drawn into the crisis, 2007–2009 represented
the first time in U.S. history that a major financial
crisis had not originated in the commercial banking
system. Problems with nonbanks made dealing with
the crisis more difficult because the policymaking
and regulatory structures were based on the assump-
tion that commercial banks were the most impor-
tant financial firms. In particular, the Federal
Reserve System had been set up in 1913 to stabilize
and regulate the commercial banking system. A key
issue for policymakers was what role the Fed should
play—and what role it could play—in dealing with a
financial crisis that involved many nonbank finan-
cial firms.

AN INSIDE LOOK AT POLICY on page 338 dis-
cusses whether a panic in the shadow banking system
caused the financial crisis.

At a conference of the Federal Reserve Bank of
Kansas City in 2007, just as the financial crisis was
beginning, Paul McCauley, a managing director of
Pacific Investment Management Company (PIMCO),
coined the term “shadow banking system” to describe
the new role of nonbank financial firms. A year later,
the term became well known after Timothy Geithner
used it in a speech to the Economic Club of New York.
Geithner was then the president of the Federal Reserve
Bank of New York and later became secretary of the
Treasury in the Obama administration.

As the financial crisis worsened, three large
financial firms—Bear Stearns, Lehman Brothers, and
American International Group (AIG)—were at the
center of the storm. The first two of these firms were
investment banks, and the third is an insurance
company. Although many commercial banks were

Sources: Timothy F. Geithner, “Reducing Systemic Risk in a Dynamic Financial System,” talk at The Economic Club of New York, June 9,
2008; and Paul McCauley, “Discussion,” Federal Reserve Bank of Kansas City, Housing, Housing Finance, and Monetary Policy, 2007, p. 485.

Key Issue–and–Question Approach
The financial crisis and recession of 2007–2009 provide us with an opportunity to
explain how the financial system works within the context of topics students read
about online and in newspapers and probably discuss among themselves and with
their families. In Chapter 1, “Introducing Money and the Financial System,” we cover
the key components of the financial system, introduce the Federal Reserve, and pre-
view the important issues facing the financial system. At the end of Chapter 1, we pres-
ent 17 key issues and questions that provide students with a roadmap for the rest of
the book and help them to understand that learning the basic principles of money,
banking, and the financial system will allow them to analyze intelligently the most
important issues raised by the financial crisis. The goal here is not to make students

memorize a catalog of facts about the crisis. Instead, we use these
key issues and questions to demonstrate that an economic analy-

sis of the financial system is essential to under-
standing recent events. See pages 17–19 in Chapter 1
for a complete list of the issues and questions.

We start each subsequent chapter with a key
issue and key question and end each of those chap-
ters by using the concepts introduced in the chapter
to answer the question.

Key Issue and Question

At the end of Chapter 1, we noted that the financial crisis that began in 2007 raised a number 
of important questions about the financial system. In answering these questions, we will discuss
essential aspects of the financial system. Here are the key issue and question for this chapter:

Issue: During the financial crisis, the bond rating agencies were criticized for having given high rat-
ings to securities that proved to be very risky.

Question: Should the government more closely regulate the credit rating agencies?

Answered on page 147

Answering the Key Question
Continued from page 123

At the beginning of this chapter, we asked the question:

“Should the government more closely regulate credit rating agencies?”

Like other policy questions we will encounter in this book, this question has no definitive answer.
We have seen in this chapter that many investors rely on the credit rating agencies for important
information on the default risk on bonds. During the financial crisis of 2007–2009, many bonds—
particularly mortgage-backed securities—turned out to have much higher levels of default risk than
the credit rating agencies had indicated. Some observers argued that the rating agencies had given
those bonds inflated ratings because the agencies have a conflict of interest in being paid by the
firms whose bond issues they rate. Other observers, though, argued that the ratings may have been
accurate when given, but the creditworthiness of the bonds declined rapidly following the unex-
pected severity of the housing bust and the resulting financial crisis.

Contemporary Opening Cases
Each chapter-opening case provides a real-world context for learn-
ing, sparks students’ interest in money and banking, and helps to
unify the chapter. For example, Chapter 11, “Investment Banks,
Mutual Funds, Hedge Funds, and the Shadow Banking System,”
opens with a discussion of the rise of the shadow banking system
in a case study entitled “When Is a Bank Not a Bank? When It’s a
Shadow Bank.” We revisit this topic throughout the chapter.

C H A P T E R 11
Investment Banks, Mutual Funds,
Hedge Funds, and the Shadow
Banking System

LEARNING OBJECTIVES
After studying this chapter, you should be able to:

11.1 Explain how investment banks operate
(pages 315–326)

11.2 Distinguish between mutual funds 
and hedge funds and describe their 
roles in the financial system (pages 
326–330)

WHEN IS A BANK NOT A BANK? WHEN IT’S A SHADOW BANK!

What is a hedge fund? What is the difference between
a commercial bank and an investment bank? At the
beginning of the financial crisis of 2007–2009, most
Americans would have been unable to answer these
questions. Many members of Congress would have
been in a similar situation. Mortgage-backed securi-
ties (MBSs), collateralized debt obligations (CDOs),
credit default swaps (CDSs), and other ingredients in
the new alphabet soup of financial securities were
also largely unknown. During the financial crisis,

though, it became clear that commercial banks no
longer played the dominant role in routing funds
from savers to borrowers. Instead, a variety of “non-
bank” financial institutions were acquiring funds that
had previously been deposited in banks, and they
were using these funds to provide credit that banks
had previously provided. These nonbanks were using
newly developed financial securities that even long-
time veterans of Wall Street often did not fully
understand.

11.3 Explain the roles that pension funds and
insurance companies play in the financial
system (pages 330–335)

11.4 Explain the connection between the 
shadow banking system and systemic risk
(pages 335–337)
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Making the Connection Features
Each chapter includes two to four Making the Connection features
that present real-world reinforcement of key concepts and help stu-
dents learn how to interpret what they read on the Web and in
newspapers. Most Making the Connection features use relevant,
stimulating, and provocative news stories, many focused on press-
ing policy issues. Here are examples:

● Banks Take a Bath on Mortgage-Backed Bonds (Chapter 3,
page 68)

● Fear the Black Swan! (Chapter 4, page 90)
● Should Farmers Be Afraid of the Dodd-Frank Act? (Chapter 7,

page 195)
● Why Did the Fed Lend Dollars to Foreign Central Banks

During the Financial Crisis? (Chapter 8, page 242)
● Can Electronic Banking Save Somalia’s Economy? (Chapter 10,

page 302)
● Why Was the Severity of the 2007–2009 Recession So Difficult to Predict? (Chapter 12,

page 354)
● Explaining the Explosion in the Monetary Base (Chapter 14, page 418)
● Why Can’t the Fed Always Hit Its Federal Funds Target? (Chapter 15, page 455)

Each Making the Connection has at least one supporting end-of-chapter problem to
allow students to test their understanding of the topic discussed.

prices of the mortgage-backed securities. Because the amount of equity the bank
invests differs with the three methods of financing, the bank’s returns also differ:

1. or 5%.

2. or 20%.

3. or 100%.

Step 4 Answer the second part of question (b) by calculating the return for each of
the three ways of financing the investment. In this case, the investment
bank suffers a loss of $0.5 million from the fall in the prices of the mortgage-
backed securities. Therefore, the bank’s returns are:

1. or -5%.

2. , or -20%.

3. or -100%.

These results show that the more highly leveraged the bank’s investment—that is, the
more the bank relies on borrowing rather than on investing its own equity—the
greater the potential profit and the greater the potential loss. As we will see, even 
the highest leverage ratio in this problem—20—is well below the leverage ratios of the
large investment banks in the years leading up to the financial crisis!

For more practice, do related problem 1.11 on page 341 at the end of this chapter.

- $500,000

$500,000
= -1.00,

- $500,000

$2,500,000
= -0.20

- $500,000

$10,000,000
= -0.05,

$500,000

$500,000
= 1.00,

$500,000

$2,500,000
= 0.20,

$500,000

$10,000,000
= 0.05,

Making the Connection

Did Moral Hazard Derail Investment Banks?
Until the early 1980s, all the large investment banks were partnerships. The funds the
banks used to finance their operations came primarily from the partners’ own equity
in the firm. If a bank made profits, the partners shared them, and if the bank suffered
losses, those were shared as well. The financial writer Roger Lowenstein has described
the situation at the Salomon Brothers investment bank in the late 1970s, as the part-
ners worried about an investment that had not been going well: “The firm’s capital
account used to be scribbled in a little book, left outside the office of a partner named
Allan Fine, and each afternoon the partners would nervously tiptoe over to Fine’s to
see how much they had lost.” In 1981, Salomon Brothers was the first of the large
investment banks to “go public” by converting from a partnership to a corporation. By
the time of the financial crisis, all the large investment banks had become publicly
traded corporations. As we noted in Chapter 9, with corporations, there is a separation
of ownership from control because although the shareholders own the firm, the top
management actually controls it. The moral hazard involved can result in a
principal–agent problem, as the top managers may take actions that are not in the best
interest of the shareholders.

Other commentators are skeptical of this argument. Many top managers of invest-
ment banks suffered significant losses during the financial crisis, which suggests that
the moral hazard problem may not have been severe. At both Bear Stearns and Lehman
Brothers, two of the most highly leveraged investment banks, both of which still held
billions of dollars worth of CDOs as their value began to fall, a strong tradition resulted
in most managers owning significant amounts of company stock. As the stock in these
companies lost most of its value during the financial crisis, the personal fortunes of
many of the firms’ managers dwindled. Richard Fuld, the chairman and CEO of
Lehman Brothers at the time of its bankruptcy, suffered losses of about $930 million
from the decline in the value of his Lehman Brothers stock.

The debate over why investment banks became more highly leveraged and took on
more risk in the years before the financial crisis is likely to continue.

Sources: Michael Lewis, “The End,” Portfolio, December 2008; Roger Lowenstein, When Genius
Failed: The Rise and Fall of Long-Term Capital Management, New York: Random House, 2000, p. 4;
and Aaron Lucchetti, “Lehman, Bear Executives Cashed Out Big,” Wall Street Journal, November 22,
2009.

Test your understanding by doing related problem 1.12 on page 341 at the end of
this chapter.

Solved Problem Features
Many students have great difficulty
handling problems in applied economics.
We help students overcome this hurdle by
including two or three worked-out prob-
lems tied to select chapter-opening learning
objectives. Our goals are to keep students
focused on the main ideas of each chapter
and to give students a model of how to solve
an economic problem by breaking it down
step by step. Additional exercises in the end-
of-chapter Problems and Applications sec-
tion are tied to every Solved Problem.
Students can also complete related Solved
Problems on www.myeconlab.com. (See
page xxiv of this preface for more on
MyEconLab.)

Solved Problem 11.1
The Perils of Leverage

Suppose that an investment bank is buying $10 million
in long-term mortgage-backed securities. Consider three
possible ways that the bank might finance its investment:

1. The bank finances the investment entirely out of its
equity.

2. The bank finances the investment by borrowing
$7.5 million and using $2.5 million of its equity.

3. The bank finances the investment by borrowing
$9.5 million and using $0.5 million of its equity.

a. Calculate the bank’s leverage ratio for each of these
three ways of financing the investment.

Solving the Problem
Step 1 Review the chapter material. This problem is about the interaction of lever-

age and risk, so you may want to review the section “ ‘Repo Financing’ and
Rising Leverage in Investment Banking,” which begins on page 318.

Step 2 Answer question (a) by calculating the leverage ratio for each way of financ-
ing the investment. The leverage ratio equals the value of assets divided by
the value of equity. In this case, the value of the assets is a constant $10 mil-
lion, but the bank is investing different amounts of its own funds—different
amounts of equity—with the three different ways of financing its investments.
If the bank uses financing method 1, it uses $10 million of its own funds; if it
uses financing method 2, it uses $2.5 million of its own funds; and if it uses
financing method 3, it uses $0.5 million of its own funds. Therefore, its lever-
age ratios are:

1.

2.

3.

Step 3 Answer the first part of question (b) by calculating the bank’s return on its
equity investment for each of the three ways of financing the investment. In
each case, the bank experiences a gain of $0.5 million from the increase in the

$10,000,000

$500,000
= 20.

$10,000,000

$2,500,000
= 4.

$10,000,000

$10,000,000
= 1.

b. For each of these ways of financing the investment,
calculate the return on its equity investment that
the bank receives, assuming that:
i. The value of the mortgage-backed securities

increases by 5% during the year after they are
purchased.

ii. The value of the mortgage-backed securities
decreases by 5% during the year after they are
purchased.

For simplicity, ignore the interest the bank receives
from the securities, the interest it pays on funds it bor-
rows to finance the purchase of the securities, and any
taxes the bank must pay.

www.myeconlab.com
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An Inside Look Features
An Inside Look is a two-page feature that shows students how to apply the concepts from
the chapter to the analysis of a news article. The An Inside Look feature presents an
excerpt from an article, analysis of the article, a table or graph(s), and critical thinking
questions. Many of these features deal with a policy issue. The article and analysis link
to the chapter-opening case. For example:

Chapter 3, “Interest Rates and Rates of Return”

Opens with “Banks in Trouble”
Closes with An Inside Look at Policy on “Higher Interest Rates Increase Coupons,

Decrease Capital Gains”

Chapter 6, “The Stock Market, Information, and Financial Market Efficiency”

Opens with “Why Are Stock Prices So Volatile?”
Closes with An Inside Look at Policy on “Prices Rally but Individual Investors Still Avoid

Stocks”

Chapter 10, “The Economics of Banking”

Opens with “What Happens When Local Banks Stop Loaning Money?”
Closes with An Inside Look at Policy on “Interest-Rate Hikes Threaten Bank Profits”

Chapter 13, “The Federal Reserve and Central Banking”

Opens with “Is the Fed the Giant of the Financial System?”
Closes with An Inside Look at Policy on “U.S. Senate Questions 

Three Nominees to Fed’s Board of Governors”

Select articles deal with policy issues and are titled An Inside Look at Policy.
Articles are from sources such as the Wall Street Journal, the Washington Post,
the Los Angeles Times, and the Associated Press.

Did a Shadow Bank Panic Cause
the Financial Crisis of 2007–2009?

AN INSIDE LOOK AT POLICY

WASHINGTON POST

Explaining FinReg:
Shadow Bank
Runs, or the
Problem Behind
the Problem

On June 20, 2007, Ben Bernanke
said that the subprime crisis “will
not affect the economy overall.” . . .
and assured investors that “while
rising delinquencies and foreclo-
sures will continue to weigh heavily
on the housing market this year, it
will not cripple the U.S.”

. . . Yale economist . . . Gary
Gorton is sympathetic to
Bernanke’s statements: Subprime
shouldn’t have been big enough to
cause this sort of crisis. In 2005
and 2006, the market originated
about $1.2 trillion in mortgages—
big, but not a vital organ of the
American economy.

Subprime was the trigger for the
crisis, but not the cause. What 
happened, rather, was that the 
subprime crisis set off an old-
fashioned bank run in a newfan-
gled market: the shadow banking
market. . . .

. . . The shadow banking market
is where big banks, institutional
investors, and other folks who have
a lot of money do their banking. . . .
So let’s say I’m Ezra Bank. I’ve got
$100 million that I’m going to

invest next month, but for now, I
need to put it somewhere. I head to
the “repo market,” and I ask Bear
Stearns to hold my money and pay
me interest. They agree. But how
do I know Bear Stearns won’t just
keep my money?

Individual depositors in the nor-
mal banking market never have that
fear. The government insures our
deposits. But they don’t insure mas-
sive institutional deposits. So Ezra
Bank would ask Bear Stearns for
“collateral” . . . something like, say,
AAA mortgage-backed securities.

This manner of banking created
a massive hunger for collateral. And
it was this hunger . . . that drove
the wild demand for mortgage-
backed securities.

. . . The FDIC’s deposit insur-
ance exists to prevent bank runs. . . .
The shadow banking market doesn’t
have deposit insurance. . . .

What we had in 2008, Gorton
says, was a bank run. No one knew
which banks were exposed to
the subprime crisis, so everyone
froze. . . . The underlying problem
is that the collateral is “informa-
tionally sensitive.” . . . Information
can . . . unexpectedly change its
worth . . . and then confidence
drains out of the whole system.
“It’s the e coli problem,” Gorton
says. “When they recall 10 million
pounds of burger, it brings all sales
of ground meat to a halt because
no one knows how much e coli
there is or where it is.”

. . . deposits with our banks are
not informationally sensitive:
Where small pieces of new 
information can scare the shadow-
banking market, major revelations
are shrugged off in the commercial
banking market . . . because the fed-
eral government insures deposits.

To offer an analogy, consider
someone with a weakened immune
system who eats a bad piece of fish
and gets really sick. Obviously, the
first thing you want to do is deal
with the illness. But when that’s
over, the issue you want to deal
with isn’t so much . . . what made
the patient sick this time . . . as . . .
what makes the patient vulnerable
to dangerous illnesses. Putting
derivatives on exchanges and clear-
inghouses will do a lot to make
sure that the system doesn’t get the
same illness anytime soon, but it
doesn’t deal with the system’s vul-
nerability to illnesses—that is to
say, the system’s vulnerability to
bank runs.

Handling that would require
either creating a type of safe, infor-
mationally-insensitive collateral for
the shadow-banking system to use
or examining and insuring the col-
lateral the system does use.

Source: From The Washington Post
© April 26, 2010 The Washington Post.
All rights reserved. Used by permission
and protected by the Copyright Laws of
the United States. The printing, copying,
redistribution, or retransmission of the
Material without express written permis-
sion is prohibited.

a

b

c

Key Points in the Article
Yale University economist Gary Gorton
argues that a bank run in the shadow
banking system caused the financial crisis
that began in 2007. This bank run was
triggered by rising delinquencies and
foreclosures in the subprime mortgage
market. The government offers deposit
insurance to commercial banks, but not
to institutional deposits in the shadow
banking market. Because there was no
deposit insurance, depositors demanded
collateral in the form of highly rated
mortgage-backed securities. When the
subprime mortgage crisis began, no one
knew which banks were most at risk,
and investors lost confidence in all insti-
tutions in the shadow banking market.
The underlying problem was that collat-
eral was “informationally sensitive.”
That is, new information that caused
great disruption in the shadow banking
market caused little disruption in the
commercial banking system because the
federal banking system insures commer-
cial bank deposits.

Analyzing the News
Chapter 10 explained that the key 
to the financial crisis that began in

2007 was the bursting of the housing

bubble, a bubble that resulted from
large increases in mortgage loans to
subprime and Alt-A borrowers. The
table below shows that the value of
new mortgage-related securities (includ-
ing private and government-sponsored
housing securitizations) and non-
mortgage asset-backed securities issued
from 2004 to 2006 were well in excess
of the value of new issues of corporate
debt. Although in 2007 Ben Bernanke
stated that the crisis in the subprime
market would not spread to the overall
economy, the table shows that there
was a widespread decline from 2007 to
2008 in the issuance of securitized and
corporate debt.

Ezra Stein describes Gary Gorton’s 
explanation of the financial crisis as

a bank run in the shadow banking mar-
ket. Because the government does not
insure deposits in the shadow banking
system, firms require collateral, often in
the form of mortgage-backed securities,
to persuade them to deposit money in
the shadow banking system—for exam-
ple, via repurchase agreements (repos)
and commercial paper. As investment
banks such as Bear Stearns and Lehman
Brothers suffered losses on their 
mortgage-backed securities, lenders

began to refuse to buy commercial
paper or enter into repo financing agree-
ments with nonbank financial firms.

The bank run in the shadow 
banking system was a result of no

one knowing which banks were
exposed to the subprime crisis. Gorton
describes the problem as “information-
ally sensitive” collateral. Deposits with
commercial banks are “informationally
insensitive.” That is, federal deposit
insurance insulates depositors from the
effects of changes in information, such
as the disruption in the subprime mort-
gage market, that affect the shadow
banking system.

THINKING CRITICALLY ABOUT
POLICY
1. In 2008, the Federal Reserve agreed

to convert former investment banks
Morgan Stanley and Goldman Sachs
into financial holding companies.
Why would executives of these firms
choose to reorganize as financial
holding companies?

2. Is a bank run in the shadow banking
system more or less likely today than
in 2007? Briefly explain your answer.

a

Year
Issuance of Mortgage-

Related Securities
Issuance of Non-Mortgage 

Asset-Backed Securities
Issuance of 

Corporate Debt

2004 $1,779.0 869.8 $780.7
2005 1,966.7 1,172.1 752.8

2006 1,987.8 1,253.1 1,052.9

2007 2,050.3 901.7 1,127.5

2008 1,344.1 163.1 706.2

Percentage change:
2007–2008

-34.4% -81.9% -37.4%

Note: Data are in billions.

Source: Gary Gorton, “Slapped in the Face by the Invisible Hand: Banking and the Panic of 2007,” Paper prepared
for the Federal Reserve Bank of Atlanta’s 2009 Financial Markets Conference: Financial Innovation and Crisis, May
11-13, 2009, p. 25.

b

c
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Graphs and Summary Tables
We use four devices to help students 
read and interpret graphs:

1. Detailed captions
2. Boxed notes
3. Color-coded curves
4. Summary tables with graphs

Review Questions and Problems and Applications—
Grouped by Learning Objective to Improve Assessment
All the end-of-chapter material—Summary, Review Questions, and
Problems and Applications—is grouped under learning objectives.
The goals of this organization are to make it easier for instructors
to assign problems based on learning objectives, both in the book
and in MyEconLab, and to help students efficiently review material
that they find difficult. If students have difficulty with a particular
learning objective, an instructor can easily identify which end-of-
chapter questions and problems support that objective and assign
them as homework or discuss them in class. Exercises in a chapter’s
Problems and Applications section are available in MyEconLab. Using
MyEconLab, students can complete these and many other exercises
online, get tutorial help, and receive instant feedback and assis-
tance on exercises they answer incorrectly. Also, student learning
will be enhanced by having the summary material and problems
grouped together by learning objective, which will allow students
to focus on the parts of the chapter they find most challenging.
Each major section of the chapter, paired with a learning objective,
has at least two review questions and three problems; the most
important sections have at least four review questions and six
problems.

rates. Bonds that are less liquid will have higher interest
rates than will bonds that are more liquid. Bonds that
have high information costs will have higher interest
rates than will bonds that have low information costs.
Bonds that have coupons subject to high tax rates will
have higher interest rates than will bonds that have
coupons that are subject to low tax rates.

Review Questions

1.1 What is the risk structure of interest rates? Briefly
explain why bonds that have the same maturities
often do not have the same interest rates.

1.2 What is default risk? How is default risk measured?

1.3 What is meant by a bond issuer’s creditworthi-
ness? What is a bond rating? Who are the major
credit rating agencies?

1.4 Draw a demand and supply graph for bonds
that shows the effect on a bond that has its
rating lowered. Be sure to show the demand

Problems and Applications

1.8 According to Moody’s, “Obligations rated Aaa
are judged to be of the highest quality, with
minimal credit risk.”

a. What “obligations” is Moody’s referring to?

b. What does Moody’s mean by “credit risk”?

Source: Moody’s Investors Services, Moody’s Rating
Symbols and Definitions, June 2009.

1.9 Moody’s has a separate ratings scale for munici-
pal bonds. Here is Moody’s definition of its Aaa
rating for municipal bonds: “Issuers or issues
rated Aaa demonstrate the strongest creditwor-
thiness relative to other US municipal or tax-
exempt issuers or issues.”

a. What is a municipal bond?

b. Why might Moody’s want to have a separate
ratings scale for municipal bonds, and why

The Risk Structure of Interest Rates
Explain why bonds with the same maturity can have different interest rates.

SUMMARY
The risk structure of interest rates refers to the rela-
tionship among the interest rates on bonds that have
different characteristics but the same maturities. Bonds
differ in the following key characteristics: default risk
(or credit risk), liquidity, information costs, and taxa-
tion of coupons. The default risk premium on a bond is
the difference between the interest rate on the bond
and the interest rate on a Treasury bond with the same
maturity. Credit rating agencies, such as Moody’s and
Standard & Poor’s, assign bond ratings, which are sin-
gle statistics that summarize the rating agency’s view of
the bond issuer’s likely ability to make the required
payments on the bond. Bonds with higher default risk
will, all other factors being equal, have higher interest

and supply curves and the equilibrium price
of the bond before and after the rating is
lowered.

1.5 How does the interest rate on an illiquid bond
compare with the interest rate on a liquid bond?
How does the interest rate on a bond with high
information costs compare with the interest rate
on a bond with low information costs?

1.6 What are the two types of income an investor
can earn on a bond? How is each taxed?

1.7 Compare the tax treatment of the coupons on
the following bonds: a bond issued by the city
of Houston, a bond issued by GE, and a bond
issued by the U.S. Treasury.

5.1

might those ratings be based on creditwor-
thiness relative to other bond issuers?

Source: Moody’s Investors Services, Moody’s Rating
Symbols and Definitions, June 2009.

1.10 In 2010, Republic Services, a waste management
firm, issued 10-year notes and 30-year bonds.
According to an article in the Wall Street
Journal, the 10-year notes had a risk premium
of 1.40 percentage points over 10-year Treasury
notes, while the 30-year bonds had a risk 
premium of 1.65 percentage points over 30-year
Treasury bonds. Why would the risk premium
be higher on Republic Services’s 30-year bonds
than on its 10-year notes?

Source: Kellie Geressy-Nilsen, “A Comeback for
Corporate Debt,” Wall Street Journal, March 2, 2010.

1.11 [Related to the Making the Connection on
page 127] According to an article in the New
York Times, “It was the near universal agreement
that potential conflicts were embedded in the
[bond] ratings model.” What is the bond ratings
model? What potential conflicts are embedded
in it?

Source: David Segal, “Debt Raters Avoid Overhaul
After Crisis,” New York Times, December 7, 2009.

1.14 [Related to Solved Problem 5.1 on page 131]
Suppose a candidate who runs on a platform of
“soak the rich” wins the 2012 presidential elec-
tion. After being elected, he or she persuades
Congress to raise the top marginal tax rate on
the federal personal income tax to 65%. Use one
graph to show the impact of this change in tax
rates on the market for municipal bonds and
another graph to show the impact on the mar-
ket for U.S. Treasury bonds.

1.15 In 2010, Romania had been running large budget
deficits. In an attempt to reduce the deficits, the
Romanian government planned to reduce pen-
sions to retired government workers. However,
Romania’s highest court ruled that the reduc-
tions were unconstitutional. According to an
article in the Wall Street Journal, “Romanian
bonds also tumbled after the court said that a
15% reduction in pensions ordered by the
country’s center-right government was illegal.”

a. When the article reports that “Romanian
bonds tumbled,” what fell: the price of
Romanian bonds, the yield on Romanian
bonds, or both the price and the yield?

b. Why would the fact that Romania was unable
to cut government spending as planned
cause Romanian bonds to tumble?

3. Bond
price 
falls

1. Higher expected
inflation reduces
demand for bonds

2. Higher expected inflation
increases supply of bonds
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Figure 4.7

Expected Inflation and
Interest Rates
1. From an initial equilibrium at
E1, an increase in expected infla-
tion reduces investors’ expected
real return, reducing investors’
willingness to buy bonds at any
bond price. The demand curve
for bonds shifts to the left, from
D1 to D2.
2. The increase in expected infla-
tion increases firms’ willingness
to issue bonds at any bond price.
The supply curve for bonds shifts
to the right, from S1 to S2.
3. In the new equilibrium, E2, the
bond price falls from P1 to P2.•

Table 4.2 Factors That Shift the Demand Curve for Bonds

All else being equal,
an increase in . . .

causes the demand for
bonds to . . . because . . .

Graph of effect on
equilibrium in the bond
market

wealth increase more funds are
allocated to
bonds.

P

Q

S
D2D1

expected returns on
bonds

increase holding bonds is 
relatively more
attractive.

P

Q

SD2D1

expected inflation decrease holding bonds is 
relatively less
attractive.

P

Q

SD2 D1

expected returns on
other assets

decrease holding bonds is 
relatively less
attractive.

P

Q

SD2 D1

riskiness of bonds 
relative to other
assets

decrease holding bonds is 
relatively less
attractive.

P

Q

SD2 D1

liquidity of bonds 
relative to other
assets

increase holding bonds is 
relatively more
attractive.

P

Q

SD2D1

information costs 
of bonds relative to
other assets

decrease holding bonds is 
relatively less
attractive.
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Q
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We include one or more end-of-chapter problems that test students’ understanding of
the content presented in each Solved Problem, Making the Connection, and chapter opener.
Instructors can cover a feature in class and assign the corresponding problem for home-
work. The Test Item Files also include test questions that pertain to these special features.

Supplements
The authors and Pearson Education/Prentice Hall have worked together to integrate the
text, print, and media resources to make teaching and learning easier.

MyEconLab

MyEconLab is a powerful assessment and tutorial system that works hand-in-hand
with Money, Banking, and the Financial System. MyEconLab includes comprehensive
homework, quiz, test, and tutorial options, allowing instructors to manage all assess-
ment needs in one program. Here are the key features of MyEconLab:

● Select end-of-chapter Questions and Problems, including algo-
rithmic, graphing, and numerical questions and problems, are
available for student practice or instructor assignment.

● Test Item File multiple-choice questions are available for assign-
ment as homework.

● The Custom Exercise Builder allows instructors the flexibility of
creating their own problems for assignment.

● The powerful Gradebook records each student’s performance and
time spent on the Tests and Study Plan and generates reports by
student or chapter.

A more detailed walk-through of the student benefits and features
of MyEconLab can be found at the beginning of this book. Visit www
.myeconlab.com for more information on and an online demonstra-
tion of instructor and student features.

MyEconLab content has been created through the efforts of
Melissa Honig, executive media producer; Noel Lotz, content lead; and
Jody Lotz, copy edit and revisions.

Instructor’s Manual
William Seyfried of Rollins College prepared the Instructor’s Manual,
which includes chapter-by-chapter summaries, key term definitions,

teaching outlines with teaching tips, and solutions to all review questions and problems
in the book. The solutions were prepared by Nathan Perry of Mesa State College.

The Instructor’s Manual is available for download from the Instructor’s Resource
Center (www.pearsonhighered.com/hubbard).

Test Item File
William Seyfried of Rollins College prepared the Test Item File, which includes more than
1,500 multiple-choice and short-answer questions. Test questions are annotated with the
following information:

● Difficulty: 1 for straight recall, 2 for some analysis, 3 for complex analysis
● Type: multiple-choice, short-answer, essay

www.myeconlab.com
www.myeconlab.com
www.pearsonhighered.com/hubbard
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● Topic: the term or concept the question supports
● Learning objective: the major sections of the main text and its end-of-chapter

questions and problems are organized by learning objective. The test item file
questions continue with this organization to make it easy for instructors to assign
questions based on the objective they wish to emphasize.

● Advanced Collegiate Schools of Business (AACSB) Assurance of Learning
Standards:
Communication
Ethical Reasoning
Analytic Skills
Use of Information Technology
Multicultural and Diversity
Reflective Thinking

● Page number: The page in the main text where the answer appears allows instruc-
tors to direct students to where supporting content appears.

● Special feature in the main book: chapter-opening story, the Key Issue & Question,
Solved Problem, Making the Connection, and An Inside Look.

The Test Item File is available for download from the Instructor’s Resource Center
(www.pearsonhighered.com/hubbard).

The multiple-choice questions in the Test Item File are also available in TestGen
software for both Windows and Macintosh computers, and questions can be
assigned via MyEconLab. The computerized TestGen package allows instructors to
customize, save, and generate classroom tests. The TestGen program permits instruc-
tors to edit, add, or delete questions from the Test Item Files; analyze test results; and
organize a database of tests and student results. This software allows for extensive
flexibility and ease of use. It provides many options for organizing and displaying
tests, along with search and sort features. The software and the Test Item Files can be
downloaded from the Instructor’s Resource Center (www.pearsonhighered.com/
hubbard).

PowerPoint Lecture Presentation
The PowerPoint slides were prepared by Fernando Quijano and Shelly Tefft. Instructors
can use the slides for class presentations, and students can use them for lecture pre-
view or review. These slides include all the graphs, tables, and equations in the text-
book. Student versions of the PowerPoint slides are available as .pdf files. These files
allow students to print the slides and bring them to class for note taking. Instructors
can download these PowerPoint presentations from the Instructor’s Resource Center
(www.pearsonhighered.com/hubbard).

Blackboard and WebCT Course Content
Pearson Education offers fully customizable course content for the Blackboard and
WebCT Course Management Systems.

Instructors
CourseSmart goes beyond traditional expectations, providing instant online access to
the textbooks and course materials you need at a lower cost to students. And, even as
students save money, you can save time and hassle with a digital textbook that allows
you to search the most relevant content at the very moment you need it. Whether it’s

www.pearsonhighered.com/hubbard
www.pearsonhighered.com/hubbard
www.pearsonhighered.com/hubbard
www.pearsonhighered.com/hubbard


evaluating textbooks or creating lecture notes to help students with difficult concepts,
CourseSmart can make life a little easier. See how when you visit www.coursesmart
.com/instructors.

Students
CourseSmart goes beyond traditional expectations, providing instant, online access to
the textbooks and course materials students need at lower cost. They can also search,
highlight, and take notes anywhere, at any time. See all the benefits to students at www
.coursesmart.com/students.

Accuracy Checkers, Reviewers, and Class Testers
The guidance and recommendations of the following instructors helped us craft the
content, organization, and features of this text. While we could not incorporate every
suggestion from every reviewer, we carefully considered each piece of advice we
received. We are grateful for the hard work that went into your reviews and acknowl-
edge that your feedback was indispensable in developing this text. We appreciate your
assistance in making this the best text it could be; you have helped teach a whole new
generation of students about the exciting world of money and banking.

Special thanks to Ed Scahill of the University of Scranton for preparing the An
Inside Look news feature that ends each chapter. Nathan Perry of Mesa State College
and Robert Gillette of the University of Kentucky helped the authors prepare the end-
of-chapter problems.

We are also grateful to Robert Gillette of the University of Kentucky, Duane Graddy
of Middle Tennessee State University, Lee Stone of the State University of New York at
Geneseo, and their students for class-testing manuscript versions and providing us
with guidance on improving the chapters.

Accuracy Checkers
In a long and relatively complicated manuscript, accuracy checking is of critical impor-
tance. Our thanks go to a dedicated group who provided thorough accuracy checking
of both the manuscript and page proof chapters. Special thanks to Timothy Yeager of
the University of Arkansas for both commenting on and checking the accuracy of all 
18 chapters of the manuscript.

Clare Battista, California Polytechnic
State University–San Luis Obispo

Howard Bodenhorn, Clemson University
Lee A. Craig, North Carolina State

University
Anthony Gyapong, Pennsylvania State

University

Robert Gillette, University of Kentucky
Woodrow W. Hughes, Jr., Converse

College
Andrew Prevost, Ohio University
Ellis W. Tallman, Oberlin College
Timothy Yeager, University of

Arkansas

Reviewers and Focus Group Participants
We also appreciate the thoughtful comments of our reviewers and focus group par-
ticipants. They brought home to us once again that there are many ways to teach a
money and banking class. We hope that we have written a text with sufficient flexi-
bility to meet the needs of most instructors. We carefully read and considered every
comment and suggestion we received and incorporated many of them into the text.
We believe that our text has been greatly improved as a result of the reviewing
process.
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Tahereh Hojjat, DeSales University
Woodrow W. Hughes, Jr., Converse

College
Aaron Jackson, Bentley University
Christian Jensen, University of South

Carolina
Eungmin Kang, St. Cloud State

University

Leonie Karkoviata, University of
Houston

Hugo M. Kaufmann, Queens College,
City University of New York
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A Word of Thanks
We benefited greatly from the dedication and professionalism of the Pearson
Economics team. Executive Editor David Alexander’s energy and support were indis-
pensable. David shares our view that the time has come for a new approach to the
money and banking textbook. Just as importantly, he provided words of encouragement
whenever our energy flagged. Executive Development Editor Lena Buonanno worked
tirelessly to ensure that this text was as good as it could be and to coordinate the many
moving parts involved in a project of this complexity. We remain astonished at the
amount of time, energy, and unfailing good humor she brought to this project. Without
Lena, this book would hardly have been possible. Director of Key Markets David
Theisen provided invaluable insight into the changing needs of money and banking
instructors. Steve Deitmer, Director of Development, brought sound judgment to the
many decisions required to create this book. Alison Eusden managed the supplement
package that accompanies the book. Lindsey Sloan helped to prepare the solutions and
assisted with the review and marketing programs. Carla Thompson, Kelly Keeler, and
Jonathan Boylan turned our manuscript pages into a beautiful published book. We
thank Pam Smith, Elena Zeller, and Jennifer Brailsford for their careful proofreading of
two rounds of page proofs. We appreciate the able research assistance of former Lehigh
Ph.D. student Andrey Zagorchev, now of Concord University.

We extend our special thanks to Wilhelmina Sanford, executive assistant to the Dean
of Columbia Business School, whose speedy and accurate typing of multiple drafts is
much appreciated.

A good part of the burden of a project of this magnitude is borne by our families.
We appreciate the patience, support, and encouragement of our wives and children.
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LEARNING OBJECTIVES
After studying this chapter, you should be able to:

1
Introducing Money and the
Financial System

C H A P T E R

1

1.1 Identify the key components of the financial
system (pages 2–14)

1.2 Provide an overview of the financial crisis of
2007–2009 (pages 14–17)

1.3 Explain the key issues and questions the
financial crisis raises (pages 17–19)

CAN THE FED RESTORE THE FLOW OF MONEY?

Large areas of southern Arizona and California’s central
valley have rich soils but receive very little rain. Without
an elaborate irrigation system of reservoirs and canals,
water would not flow to these areas, and farmers could
not raise their vast crops of lettuce, asparagus, cotton,
and more. The financial system is like an irrigation
system, although it is money, not water, that flows
through the financial system. During the economic
crisis that began in 2007, the financial system was
disrupted as it hadn’t been since the 1930s, and large
sections of the U.S. economy were cut off from the flow
of funds they needed to thrive. Just as cutting off the
irrigation water in California’s San Joaquin Valley
would halt the production of crops, the financial crisis
resulted in a devastating decline in production of goods
and services throughout the economy.

Like engineers trying to repair a damaged irrigation
canal to restore the flow of water, officials of the U.S.
Treasury Department and the Federal Reserve (the Fed)
took strong actions during the financial crisis to restore
the flow of money through banks and financial markets 
to the firms and households that depend on it.
Although some of these policies were controversial,
most economists believe that some government 
intervention was necessary to pull the economy out 
of a deep recession.

How deep was the recession of 2007–2009? 
More than 8 million jobs were lost, and the 
unemployment rate rose above 10% for the first
time in almost three decades. Many college students
graduating during the recession had difficulty 
finding jobs, and even those who did often had to
accept less desirable positions at lower salaries 
than they had expected. And this was not just a 
temporary setback for these graduates. Studies 
show that workers entering the labor force during a
recession typically receive salaries that are 10% less
than the salaries they would have earned had they
entered the labor force during an economic 
expansion. Even worse news: Their salaries may
remain lower for a decade or more.

The financial crisis contributed to the bankruptcy
of General Motors and Chrysler, two pillars of
industrial America, as well as to the disappearance of
decades-old Wall Street investment houses such as
Lehman Brothers and Bear Stearns. Stock prices
plunged, and many older workers saw their savings
shrink and had to put their retirement dreams on hold.

AN INSIDE LOOK AT POLICY on page 20 reviews
three options Federal Reserve Chairman Ben Bernanke
considered to further support the economy in late
2010.



Few households or firms escaped the fallout from the financial crisis and the recession that
resulted from it. They did not need to be convinced that the financial system was impor-
tant in their lives. But although it was important, it was not easy to understand. As many
people came to realize, during the preceding 10 years, the financial system had become
increasingly complex. To understand what was happening in the economy, it seemed as
if you needed knowledge that once only professional Wall Street investors possessed.

In this chapter, we provide an overview of the important components of the financial
system and introduce key issues and questions that we will explore throughout the book.

1.1

Learning Objective
Identify the key
components of the
financial system.
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Asset Anything of value
owned by a person or a
firm.

Financial asset An asset
that represents a claim 
on someone else for a 
payment.

Financial market A place
or channel for buying 
or selling stocks, bonds,
and other securities.

Security A financial asset
that can be bought and
sold in a financial market.

Money Anything that is
generally accepted in 
payment for goods and
services or to pay off debts.

Money supply The total
quantity of money in the
economy.

Key Components of the Financial System
The purpose of this book is to provide you with the tools you need to understand the
modern financial system. First, you should be familiar with the three major compo-
nents of the financial system:

1. Financial assets
2. Financial institutions
3. The Federal Reserve and other financial regulators

As vendors in baseball parks like to yell: “You can’t tell the players without a
program.” We will briefly consider each of these components now and then return
to them in later chapters.

Financial Assets
An asset is anything of value owned by a person or a firm. A financial asset is a finan-
cial claim, which means that if you own a financial asset, you have a claim on someone
else to pay you money. For instance, a bank checking account is a financial asset
because it represents a claim you have against a bank to pay you an amount of money
equal to the dollar value of your account. Economists divide financial assets into those
that are securities and those that aren’t. A security is tradable, which means that it can
be bought and sold in a financial market. Financial markets are places or channels for
buying and selling stocks, bonds, and other securities, such as the New York Stock
Exchange. If you own a share of stock in Apple or Google, you own a security because
you can sell that share in the stock market. If you have a checking account at Citibank
or Wells Fargo, you can’t sell it. So, your checking account is an asset but not a security.

In this book, we will discuss many financial assets, but the following are five key
categories of assets:

1. Money
2. Stocks
3. Bonds
4. Foreign exchange
5. Securitized loans

We now briefly discuss these five key assets.

Money Although we typically think of “money” as coins and paper currency, even the
narrowest government definition of money includes funds in checking accounts.
In fact, economists have a very general definition of money: Money is anything
that people are willing to accept in payment for goods and services or to pay off debts.
The money supply is the total quantity of money in the economy. As we will see in
Chapter 2, money plays an important role in the economy, and there is some debate
concerning the best way to measure it.



Stocks Stocks, also called equities, are financial securities that represent partial
ownership of a corporation. When you buy a share of Microsoft stock, you become a
Microsoft shareholder, and you own part of Microsoft, although only a tiny part
because Microsoft has issued millions of shares of stock. When Microsoft sells addi-
tional stock, it is doing the same thing that the owner of a small firm does when she
takes on a partner: increasing the funds available to the firm, its financial capital, in
exchange for increasing the number of the firm’s owners. As an owner of a share of
stock in a corporation, you have a legal claim to a share of the corporation’s assets and
to a share of its profits, if there are any. Firms keep some of their profits as retained
earnings and pay the remainder to shareholders in the form of dividends, which are
payments corporations typically make every quarter.

Bonds When you buy a bond issued by a corporation or a government, you are lending
the corporation or the government a fixed amount of money. The interest rate is the cost
of borrowing funds (or the payment for lending funds), usually expressed as a percent-
age of the amount borrowed. For instance, if you borrow $1,000 from a friend and pay
him back $1,100 a year later, the interest rate on the loan was $100/$1,000 = 0.10, or 10%.
Bonds typically pay interest in fixed dollar amounts called coupons. When a bond
matures, the seller of the bond repays the principal. For example, if you buy a $1,000
bond issued by IBM that has a coupon of $65 per year and a maturity of 30 years, IBM
will pay you $65 per year for the next 30 years, at the end of which IBM will pay you the
$1,000 principal. A bond that matures in one year or less is a short-term bond. A bond
that matures in more than one year is a long-term bond. Bonds can be bought and sold
in financial markets, so, like stocks, bonds are securities.

Foreign Exchange Many goods and services purchased in a country are produced
outside that country. Similarly, many investors buy financial assets issued by foreign
governments and firms. To buy foreign goods and services or foreign assets, a domes-
tic business or a domestic investor must first exchange domestic currency for foreign
currency. For example, consumer electronics giant Best Buy exchanges U.S. dollars for
Japanese yen when importing Sony televisions. Foreign exchange refers to units of
foreign currency. The most important buyers and sellers of foreign exchange are large
banks. Banks engage in foreign currency transactions on behalf of investors who want
to buy foreign financial assets. Banks also engage in foreign currency transactions
on behalf of firms that want to import or export goods and services or to invest in
physical assets, such as factories, in foreign countries.

Securitized Loans If you lack the money to pay the full price of a car or house in cash,
you can apply for a loan at a bank. Similarly, if a developer wants to build a new office
building or shopping mall, the developer can also take out a loan with a bank. Until
about 30 years ago, banks made loans with the intention of making profits by collect-
ing interest payments on a loan until the loan was paid off. It wasn’t possible to sell
most loans in financial markets, so loans were financial assets but not securities. Then,
as we will discuss in more detail in Chapter 11, the federal government and some
financial firms created markets for many types of loans. Loans that banks could sell on
financial markets became securities, so the process of converting loans into securities
is known as securitization.

To take one example, a bank might grant a mortgage, which is a loan a borrower
uses to buy a home, and sell it to a government-sponsored enterprise or a financial
firm that will bundle the mortgage together with similar mortgages granted by other
banks. This bundle of mortgages will form the basis of a new security called a
mortgage-backed security that will function like a bond. Just as an investor can buy a
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Stock Financial securities
that represent partial 
ownership of a firm; 
also called equities.

Dividend A payment that
a corporation makes to its
shareholders.

Bond A financial security
issued by a corporation 
or a government that 
represents a promise 
to repay a fixed amount 
of money.

Interest rate The cost of
borrowing funds (or the
payment for lending
funds), usually expressed 
as a percentage of the
amount borrowed.

Foreign exchange Units
of foreign currency.

Securitization The process
of converting loans 
and other financial assets
that are not tradable into
securities.



bond from IBM, the investor can buy a mortgage-backed security from the govern-
ment agency or financial firm. The banks that grants, or originates, the original mort-
gages will still collect the interest paid by the borrowers and send those interest
payments on to the government agency or financial firm to distribute to the investors
who have bought the mortgage-backed security. The bank will receive fees for originat-
ing the loan and for collecting the loan payments from borrowers and distributing
them to lenders.

Note that what a saver views as a financial asset a borrower views as a financial
liability. A financial liability is a financial claim owed by a person or a firm. For
example, if you take out a car loan from a bank, the loan is an asset from the view-
point of the bank because it represents a promise by you to make a certain payment
to the bank every month until the loan is paid off. But the loan is a liability to you,
the borrower, because you owe the bank the payments specified in the loan.

Financial Institutions
The financial system matches savers and borrowers through two channels: (1) Banks
and other financial intermediaries and (2) financial markets. These two channels are
distinguished by how funds flow from savers, or lenders, to borrowers and by the finan-
cial institutions involved.1 Funds flow from lenders to borrowers indirectly through
financial intermediaries, such as banks, or directly through financial markets, such as
the New York Stock Exchange.

If you get a loan from a bank to buy a car, economists refer to this flow of funds as
indirect finance. The flow is indirect because the funds the bank lends you come from
people who have put money in checking or savings deposits in the bank; in that sense,
the bank is not lending its own funds directly to you. On the other hand, if you buy
stock that a firm has just issued, the flow of funds is direct finance because the funds
are flowing directly from you to the firm.

Savers and borrowers can be households, firms, or governments, both domestic
and foreign. Figure 1.1 shows that the financial system channels funds from savers to
borrowers, and channels returns back to savers, both directly and indirectly. Savers
receive their returns in various forms, including dividend payments on stock, coupon
payments on bonds, and interest payments on loans.

Financial Intermediaries Commercial banks are the most important financial
intermediaries. Commercial banks play a key role in the financial system by taking in
deposits from households and firms and investing most of those deposits, either by
making loans to households and firms or by buying securities, such as government
bonds or securitized loans. Most households rely on borrowing money from banks
when they purchase “big-ticket items,” such as cars or homes. Similarly, many firms
rely on bank loans to meet their short-term needs for credit, such as funds to pay for
inventories or to meet their payrolls. Many firms rely on bank loans to bridge the gap
between the time they must pay for inventories or meet their payrolls and when they
receive revenues from the sales of goods and services. Some firms also rely on bank
loans to meet their long-term credit needs, such as funds they require to physically
expand the firm.

Financial liability A
financial claim owed by a
person or a firm.

Financial intermediary
A financial firm, such as a
bank, that borrows funds
from savers and lends them
to borrowers.
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Commercial bank A
financial firm that serves as
a financial intermediary by
taking in deposits and
using them to make loans.

1Note that for convenience, we sometimes refer to households, firms, and governments that have funds
they are willing to lend or invest as lenders, and we refer to households, firms, and governments that wish
to use those funds as borrowers. These labels are not strictly accurate because the flow of funds does not
always take the form of loans. For instance, investors who buy stock are buying part ownership in a firm,
not lending money to the firm.



Figure 1.1 Moving Funds Through the Financial System
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In each chapter, the Making the Connection feature discusses a news story or
another application related to the chapter material. Read the following Making the
Connection for a discussion of how firms were affected by the decline in bank lending
during the financial crisis that began in 2007.
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The financial system transfers funds from savers to borrowers. Borrowers
transfer returns back to savers through the financial system. Savers 

and borrowers include domestic and foreign households, businesses,
and governments.•

Making the Connection

Pawn Shop Finance: What Happens to Small Businesses
When Bank Lending Dries Up?
One day in December 2008, the owner of the Ground Up Construction firm found
himself in a pawn shop in Lewiston, Maine, borrowing money to operate his business.
He gave the pawn shop his dump truck as collateral: If he failed to pay back the loan,
the pawn shop could sell the dump truck. In normal times, pawn shops are mainly in
the business of making small loans of $50 to $100 to low-income individuals in
exchange for collateral in the form of jewelry or other easy-to-sell property. The loans
are usually for a short period of time, and the interest rate is often 10 to 20% per
month, which is about 20 times the interest rate a bank would charge on a typical loan.
Why would the owner of a small business pay such high interest rates? Because
December 2008 was in the middle of the financial crisis, and many local banks had cut
small businesses off from their normal source of credit.

Large businesses can raise funds on financial markets by selling stocks and bonds,
but small businesses don’t have this option. Because it’s costly for investors to gather
information on small businesses, these businesses cannot sell stocks and bonds and
must rely instead on loans from banks. Banks make commercial and industrial loans
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to firms, often for fairly short periods of time. Firms use these loans for a variety of
purposes, including to bridge the gap between when the firms must make payments to
employees and suppliers and when they receive revenue from selling their products.
Banks also make commercial real estate loans, which allow firms to construct or
purchase office buildings, factories, and shopping malls.

Over the past 20 years, the relationship between banks and small businesses has
changed. At one time, government regulations kept many banks small. As a result,
banks made most of their loans in a small geographic area. In those circumstances,
bank loan officers usually had extensive personal knowledge of the finances of most
local businesses and used that knowledge to determine whether to grant loans. By
the 2000s, changes in banking law meant that many small businesses were receiving
loans from banks that operated on a regional, or even national, basis. These larger
banks typically applied fixed guidelines for granting loans that left little room for the
personal judgment traditionally exercised by loan officers of small banks. Such
guidelines were both good news and bad news for small businesses. On the one hand,
businesses that met the guidelines would receive loans even if aspects of their finan-
cial situation not covered by the guidelines made them riskier borrowers. On the
other hand, businesses that failed to meet the guidelines might be turned down for
loans even though they were very likely to be able to make their payments.

By the mid-2000s, though, many banks became convinced that it would be
profitable to loosen their loan guidelines to make more borrowers eligible to receive
credit. These banks believed that the larger number of borrowers who would default
on their loans because of the looser guidelines would be more than offset by the pay-
ments received from the additional borrowers who would now qualify for loans.
During this period, it became easier for households to receive loans to buy homes, cars,
or furniture and for firms to receive commercial real estate loans, as well as commer-
cial and industrial loans. Unfortunately, during the financial crisis that began in mid-
2007, the number of households and firms defaulting on loans turned out to be much
higher than banks had predicted. The following graph shows the value of loan losses
as a percentage of the value of total loans for all U.S. commercial banks from the begin-
ning of 2000 through the end of 2009. The graph shows that banks experienced an
increase in loan losses during the recession of 2001, but loan losses during the
2007–2009 recession were much more severe. Loan losses began rising in the spring of
2008, and by the end of 2009 they were four times greater than at the end of 2007.
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In fact, the loan losses during 2007–2009 were by far the largest since the Great
Depression of the 1930s. Partly as a result of these losses and partly because of pressure
from government bank regulators, most banks tightened their loan guidelines, which
made it much more difficult for households and businesses to qualify for loans. The
figure below shows movements in total bank loans from January 2000 through April
2010. During the recession of 2001, total bank loans declined only slightly. During the
financial crisis and recession of 2007–2009, bank loans declined much more sharply.
Loans actually increased until the fall of 2008, when the financial crisis worsened.
From a peak of $7.3 trillion in October 2008, they fell by 10%, to $6.6 trillion, in
February 2010, before increasing in the following months.

Cut off from their normal source of funds, many small businesses, such as Ground
Up Construction, had to resort to drastic measures, such as borrowing from pawn
shops, running up balances on their credit cards, or borrowing from friends and 
family members, in order to survive. It was no surprise, then, when many economists
argued during the crisis that the economy would not recover until banks increased
their lending to small businesses.

Source: Gary Fields, “People Pulling Up to Pawnshops Today Are Driving Cadillacs and BMWs,” Wall
Street Journal, December 30, 2008.

Test your understanding by doing related problem 1.10 on page 23 at the end of
this chapter.

T
o

ta
l b

an
k 

lo
an

s
(b

ill
io

n
s 

o
f 

d
o

lla
rs

)

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010
0

1,000

2,000

3,000

4,000

5,000

6,000

7,000

$8,000

Source: Federal Reserve Bank of St. Louis.

Nonbank Financial Intermediaries Some financial intermediaries, such as savings and
loans, savings banks, and credit unions, are legally distinct from banks, although these
“nonbanks” operate in a very similar way by taking in deposits and making loans. Other
financial intermediaries include insurance companies, pension funds, mutual funds,
hedge funds, and investment banks. Although these institutions don’t at first glance
appear to be very similar to banks, they fulfill a similar function in the financial system
by channeling funds from savers to borrowers. We can briefly describe each of these
financial intermediaries:

Insurance companies. Insurance companies specialize in writing contracts to protect
their policyholders from the risk of financial losses associated with particular events,
such as automobile accidents or fires. Insurance companies collect premiums from



policyholders, which the companies then invest to obtain the funds necessary to pay
claims to policyholders and to cover their other costs. So, for instance, when you and
other people buy an automobile insurance policy, the insurance company may lend the
premiums you pay to a hotel chain that needs funds to expand.

Pension funds. For many people, saving for retirement is the most important form of
saving. Pension funds invest contributions from workers and firms in stocks, bonds, and
mortgages to earn the money necessary to pay pension benefit payments during workers’
retirements. With about $10 trillion in assets in 2010, private and state and local govern-
ment pension funds are an important source of demand for financial securities.

Mutual funds. A mutual fund, such as Fidelity Investment’s Magellan Fund, obtains
money by selling shares to investors. The mutual fund then invests the money in a
portfolio of financial assets, such as stocks and bonds, typically charging a small
management fee for its services. By buying shares in a mutual fund, savers reduce the
costs they would incur if they were to buy many individual stocks and bonds. Small
savers who have only enough money to buy a few individual stocks and bonds can
also lower their investment risk by buying shares in a mutual fund because most
mutual funds hold a large number of stocks and bonds. If a firm issuing a stock or a
bond declares bankruptcy, causing the stock or bond to lose all of its value, the effect
on a mutual fund’s portfolio is likely to be small. The effect might be devastating,
though, on a small investor who had invested most of his or her savings in the stock
or bond. Because mutual funds are willing to buy back their shares at any time, they
also provide savers with easy access to their money.

Hedge funds. Hedge funds, such as the Quantum Group run by billionaire George
Soros, are similar to mutual funds in that they accept money from investors and use
the funds to buy a portfolio of assets. However, a hedge fund typically has no more
than 99 investors, all of whom are wealthy individuals or institutions such as pension
funds. Hedge funds typically make riskier investments than do mutual funds, and they
charge investors much higher fees.

Investment banks. Investment banks, such as Goldman Sachs and Morgan Stanley, differ
from commercial banks in that they do not take in deposits and rarely lend directly to
households. Instead, they concentrate on providing advice to firms issuing stocks and
bonds or considering mergers with other firms. They also engage in underwriting, in
which they guarantee a price to a firm issuing stocks or bonds and then make a profit by
selling the stocks or bonds at a higher price. In the late 1990s, investment banks increased
their importance as financial intermediaries by becoming heavily involved in the securi-
tization of loans, particularly mortgage loans. Investment banks also began to engage in
proprietary trading in which they hoped to profit by buying and selling securities.

Financial Markets Financial markets are places or channels for buying and selling
stocks, bonds, and other securities. Traditionally, financial markets have been physical
places, such as the New York Stock Exchange, which is located on Wall Street in New
York City, or the London Stock Exchange, which is located in Paternoster Square in
London. On these exchanges, stocks and bonds were traded by dealers who would meet
face-to-face. Today, most securities trading takes place electronically between dealers
linked by computers and is referred to as “over-the-counter” trading. NASDAQ, which
originally stood for the National Association of Securities Dealers Automated
Quotation System, is an over-the-counter market on which the stocks of many high-
tech firms such as Apple and Intel are traded. Stocks and bonds sold in a particular
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Portfolio A collection of
assets, such as stocks and
bonds.



Making the Connection

What Do People Do With Their Savings?
Most college students do not have many financial assets other than a checking account.
However, after they begin their careers, they are likely to accumulate a variety of dif-
ferent assets. The Federal Reserve System publishes quarterly and annual data on
household holdings of financial assets. The table below reports holdings of assets, such
as stocks and bonds, that are supplied by financial markets, and assets, such as bank
deposits and mutual fund shares, that are supplied by financial intermediaries through
the first quarter (Q1) of 2010.

These data show that more than one-half of household financial assets are held
through financial intermediaries. The data also show the effects of economic conditions

Primary market A finan-
cial market in which stocks,
bonds, and other securities
are sold for the first time.

Secondary market
A financial market in which
investors buy and sell
existing securities.

market are said to be “listed” on that market. For instance, General Electric is listed on
the New York Stock Exchange, and Apple is listed on NASDAQ.

Economists make a distinction between primary markets and secondary markets. A
primary market is a financial market in which stocks, bonds, and other securities are
sold for the first time. In 2004, when Google first sold stock, which is called an initial
public offering (IPO), the stock was sold in the primary market. A secondary market is
a financial market in which investors buy and sell already existing securities. Primary
and secondary markets can be in the same physical—or virtual—place, as when an IPO
takes place for a stock listed on the New York Stock Exchange or on NASDAQ.
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Household Holdings of Selected Financial Assets (percentage of total financial assets held)

1990 2000 2007 2010: Q1

Saving through financial assets 
in financial markets

U.S. Treasury securities 3.6% 1.8% 0.7% 1.7%
Agency and government-sponsored 

enterprise GSE securities
0.8 1.8 2.1 0.2

State and local government securities 4.4 1.6 2.0 2.2
Corporate bonds 1.7 1.9 3.3 4.7
Mortgages 0.9 0.3 0.3 0.2
Commercial paper 0.6 0.3 0.4 0.0
Corporate equities 13.4 24.6 12.0 17.1
Equity in unincorporated businesses 20.8 14.1 17.4 14.3
Subtotal of saving through financial markets 46.2% 46.4% 38.2% 40.6%
Saving through financial assets in financial 

intermediaries
Bank deposits 19.9% 10.2% 13.3% 14.2%
Money market mutual fund shares 2.7 2.9 3.0 2.6
Mutual fund shares 3.5 8.1 11.2 9.5
Life insurance reserves 2.7 2.7 2.7 2.8
Pension fund reserves 22.8 27.6 28.2 27.1
Subtotal of saving through financial 

intermediaries
51.6% 51.5% 58.4% 56.1%

Miscellaneous financial assets 2.1% 2.3% 3.5% 3.3%

Source: Board of Governors of the Federal Reserve, Flow of Funds Accounts of the United States, various
issues.



10 CHAPTER 1 • Introducing Money and the Financial System

Federal Reserve The
central bank of the United
States; usually referred to
as “the Fed.”

on household savings. For example, the stock market boom of the late 1990s resulted
in corporate equities—stocks—rising from 13% of all household financial assets in
1990 to almost 25% in 2000, before declining to about 17% in 2010. Households had
relatively less of their savings in bank deposits, Treasury securities (which are primarily
bonds issued by the federal government), and state and local government securities
(which are primarily bonds issued by state and local governments) in 2010 than in 1990.
But households had relatively more of their savings in corporate bonds and mutual
funds. Bank deposits declined in importance following 1990 but increased in
importance during the financial crisis that began in 2007, as households looked for a
safe haven for their savings. Finally, note that more than one-quarter of household
savings takes the form of balances in pension fund accounts.

Test your understanding by doing related problem 1.11 on page 23 at the end of
this chapter.

The Federal Reserve and Other Financial Regulators
During the financial crisis of 2007–2009, many people looked around at failing banks,
the frozen markets for some financial assets, and plummeting stock prices and asked:
“Who’s in charge here? Who runs the financial system?” In a sense, these are unusual
questions to ask because the point of a market system is that no one individual or
group is in charge. Consumers decide which goods and services they value the most,
and firms compete to offer those goods and services at the lowest price. Few people
think to ask: “Who’s in charge of the frozen pizza market?” or “Who’s in charge of the
breakfast cereal market?” In most markets, the government plays a very limited role
in deciding what gets produced, how it gets produced, what prices firms charge, or
how firms operate. But policymakers in the United States and most other countries
view the financial system as different from the markets for most goods and services.
It is different because, when left largely alone, the financial system has experienced
periods of instability that have led to economic recessions.

The federal government of the United States has several agencies that are devoted
to regulating the financial system, including these:

● The Securities and Exchange Commission (SEC), which regulates financial markets
● The Federal Deposit Insurance Corporation (FDIC), which insures deposits in banks
● The Office of the Comptroller of the Currency, which regulates federally chartered

banks
● The Federal Reserve System, which is the central bank of the United States

Although we will discuss all these federal agencies in this book, we will focus on the
Federal Reserve System. Here we provide a brief overview of the Federal Reserve,
before exploring its operations in greater detail in later chapters.

What Is the Federal Reserve? The Federal Reserve (usually referred to as “the Fed”)
is the central bank of the United States. Congress established the Fed in 1913 to deal with
problems in the banking system. As we have seen, the main business of banking is to take
in deposits and to make loans. Banks can run into difficulties, though, because deposi-
tors have the right to withdraw their money at any time, while many of the loans banks
grant to people buying cars or houses will not be repaid for years. As a result, if large
numbers of depositors simultaneously demand their money back, banks may not have
the funds necessary to satisfy the demand. One solution to this problem is for a country’s
central bank to act as a lender of last resort and make short-term loans that provide banks
with funds to pay out to their depositors. Because Congress believed that the Fed had
failed to carry out its duties as a lender of last resort during the Great Depression of the
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1930s, it established the Federal Deposit Insurance Corporation (FDIC) in 1934. The
FDIC insures deposits in banks up to a limit of $250,000 per account.

What Does the Federal Reserve Do? The modern Fed has moved far beyond its
original role as a lender of last resort. In particular, the Fed is now responsible for
monetary policy. Monetary policy refers to the actions the Federal Reserve takes to
manage the money supply and interest rates to pursue macroeconomic policy objectives.
These policy objectives include high levels of employment, low rates of inflation, high
rates of growth, and stability in the financial system. The Fed is run by the Board of
Governors, which consists of seven members who are appointed by the president of the
United States and confirmed by the U.S. Senate. One member of the Board of Governors
is designated as chair. Currently, the chair is Ben Bernanke, who was first appointed by
President George W. Bush in 2006 and then reappointed by President Barack Obama in
2010. The Federal Reserve System is divided into 12 districts, each of which has a District
Bank, as shown in Figure 1.2. The Federal Open Market Committee (FOMC) is the main
policymaking body of the Fed. The FOMC consists of the seven members of the Board
of Governors, the president of the Federal Reserve Bank of New York, and four presidents
from the other 11 Federal Reserve District Banks.

The FOMC meets in Washington, DC, eight times per year to discuss monetary
policy. At these meetings, the FOMC decides on a target for a particularly important
interest rate: the federal funds rate, which is the interest rate that banks charge each
other on short-term loans. As we will see in later chapters, the federal funds rate is
important because changes in it can result in changes in many other interest rates.

The Fed was heavily involved in the financial crisis of 2007–2009. Before provid-
ing a brief discussion of the financial crisis, we conclude our overview of the financial
system by discussing the key services that the financial system provides.
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Figure 1.2 The Federal Reserve System

The Federal Reserve System is divided into 12 districts, each of which has a District Bank located in the city shown on the map.•
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What Does the Financial System Do?
In this book, we will do much more than just describe the financial system. We will also
use the basic tools of economics to analyze how the system works. In your principles
of economics class, you learned these tools, including the model of demand and sup-
ply and marginal analysis. You also learned the basic economic idea that firms compete
to supply the goods and services most desired by consumers. Therefore, it is important
in discussing the financial system to consider the key services provided by the banks,
insurance companies, mutual funds, stock brokers, and the other financial services
firms that make up the financial system.

Economists believe there are three key services that the financial system provides
to savers and borrowers: risk sharing, liquidity, and information. Financial services
firms provide these services in different ways, which makes different financial assets
and financial liabilities more or less attractive to individual savers and borrowers. We
can look briefly at each of these three key services.

Risk Sharing Risk is the chance that the value of financial assets will change relative
to what you expect. One advantage of using the financial system to match individual
savers and borrowers is that it allows the sharing of risk. For example, if you buy a
share of Apple stock for $200, that share may be worth $100 or $300 in one year’s time,
depending on how profitable Apple is. Most individual savers seek a steady return on
their assets rather than erratic swings between high and low earnings. One way to
improve the chances of a steady return is by holding a portfolio of assets. For example,
you might hold some U.S. savings bonds, some shares of stock, and some shares in a
mutual fund. Although during any particular period one asset or set of assets may
perform well and another not so well, overall the returns tend to average out. This
splitting of wealth into many assets is known as diversification. The financial system
provides risk sharing by allowing savers to hold many assets.

The ability of the financial system to provide risk sharing makes savers more will-
ing to buy stocks, bonds, and other financial assets. This willingness, in turn, increases
the ability of borrowers to raise funds in the financial system.

Liquidity The second service that the financial system offers savers and borrowers is
liquidity, which is the ease with which an asset can be exchanged for money. Savers
view the liquidity of financial assets as a benefit. When they need their assets for
consumption or investment, they want to be able to sell them easily. More liquid
assets can be quickly and easily exchanged for money, while less liquid—or illiquid—
assets can be exchanged for money only after a delay or by incurring costs. For
instance, if you want to buy groceries or clothes, you can easily do so with dollar bills
or by using a debit card linked to your checking account. Selling your car, however,
takes more time because personal property is illiquid. To sell your car, you may incur
the costs of advertising or have to accept a relatively low price from a used car dealer.
By holding financial claims on a factory—such as stocks or bonds issued by the firm
that owns the factory—individual investors have more liquid savings than they would
if they owned the machines in the factory. Investors could convert the stocks or bonds
into money much more easily than they could convert a specialized machine into
money.

In general, we can say that assets created by the financial system, such as stocks,
bonds, or checking accounts, are more liquid than are physical assets, such as cars,
machinery, or real estate. Similarly, if you lend $100,000 directly to a small business,
you probably can’t resell the loan, so your investment would be illiquid. If, however,
you deposit the $100,000 in a bank, which then makes the loan to the business, your
deposit is a much more liquid asset than the loan would be.
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Financial markets and intermediaries help make financial assets more liquid. For
instance, investors can easily sell their holdings of government securities and the stocks
and bonds of large corporations, making those assets very liquid. As we noted earlier,
during the past two decades, the financial system has increased the liquidity of many
other assets besides stocks and bonds. The process of securitization has made it possible
to buy and sell securities based on loans. As a result, mortgages and other loans have
become more desirable assets for savers to hold. Savers are willing to accept lower inter-
est rates on assets with greater liquidity, which reduces the costs of borrowing for many
households and firms. One measure of the efficiency of the financial system is the extent
to which it can transform illiquid assets into the liquid assets that savers want to buy.

Information A third service of the financial system is the collection and communi-
cation of information, or facts about borrowers and expectations of returns on finan-
cial assets. Your local bank is a warehouse of information. It collects information on
borrowers to forecast their likelihood of repaying loans. Borrowers fill out detailed
loan applications, and the bank’s loan officers determine how well each borrower is
doing financially. Because the bank specializes in collecting and processing informa-
tion, its costs for information gathering are lower than yours would be if you tried to
gather information on a pool of borrowers. The profits the bank earns on its loans are
partly compensation to it for investing in information gathering.

Financial markets convey information to both savers and borrowers by determin-
ing the prices of stocks, bonds, and other securities. When the price of your shares of
Apple rises, you know that other investors must expect that Apple’s profits will be higher.
This information can help you decide whether to continue investing in Apple stock.
Likewise, the managers of Apple can use the price of the firm’s stock to determine how
well investors think the firm is doing. For example, a major increase in Apple’s stock
price conveys investors’ positive outlook for the firm. Apple may use this information
in deciding whether to sell more stock or bonds to finance an expansion of the firm.
The incorporation of available information into asset prices is an important feature of
well-functioning financial markets.

In each chapter of this book, you will see the special feature Solved Problem. This
feature will increase your understanding of the material by leading you through the
steps of solving an applied problem in money, banking, and financial markets. After
reading the problem, you can test your understanding by working the related problems
that appear at the end of the chapter. You can also complete related Solved Problems
on www.myeconlab.com and receive tutorial help.
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Information Facts about
borrowers and about
expectations of returns on
financial assets.

Solved Problem 1.1
The Services Provided by Securitized Loans

Solving the Problem
Step 1 Review the chapter material. This problem is about the services provided by

securitized loans, so you may want to review the sections “Financial Assets,”
which begins on page 2, and “What Does the Financial System Do?” which
begins on page 11.

We noted earlier that securitized loans are an important
new financial asset that has increased in importance
during the past 20 years. Briefly discuss the extent to

which securitized loans embody the key services of risk
sharing, liquidity, and information. In your answer, be
sure to explain what securitized loans are.

www.myeconlab.com


Bubble An unsustainable
increase in the price of a
class of assets.
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Learning Objective
Provide an overview of
the financial crisis of
2007–2009.

Step 2 Define securitized loans. Ordinary (non-securitized) loans cannot be
resold after they have been granted by a bank or other lender. Therefore,
non-securitized loans are financial assets but not financial securities. Securitized
loans are loans that have been bundled with other loans and resold to investors.
Therefore, securitized loans are both financial assets and financial securities.

Step 3 Explain whether securitized loans provide risk sharing, liquidity, and
information. Securitized loans provide all three of these key services. For
example, before mortgage loans were securitized, the risk that the borrower
would default, or stop making payments on the loan, was borne by the bank
or other lender. When a mortgage is bundled together with similar mortgages
in mortgage-backed securities, the buyers of the securities jointly share the
risk of a default. Because any individual mortgage represents only a small part
of the value of the security in which it is included, the buyers of the securities
will suffer only a small loss if a borrower defaults on that individual mortgage.

A loan that is not securitized is illiquid because it cannot be resold. A secu-
ritized loan can be resold and so has a secondary market, which makes it liquid.
One reason individual investors are reluctant to make loans directly to firms or
households is that they lack good information on the financial condition of the
borrowers. When loans are securitized, investors can, in effect, make loans to
households and firms by buying a securitized loan without needing to have
direct information on the financial condition of the borrowers. In buying the
securitized loan, investors are relying on the bank or other loan originator to
have gathered the necessary information.

So, securitized loans provide all three key financial services.

EXTRA CREDIT: Firms that identify an important new consumer want can earn sub-
stantial profits by selling a new good or service that fills that want. Sometimes, however,
the new product has flaws. The first company to sell a pen that didn’t need to be contin-
ually refilled from an inkwell was very profitable for a while. Unfortunately, though, the
pen leaked, and the company and its founder were eventually driven into bankruptcy.
The services provided by securitized loans made them very popular with investors.
Unfortunately, the financial crisis of 2007–2009 revealed that some of these securities
were the financial equivalents of a leaky pen. It turned out that the originators of some
loans, particularly mortgages granted to borrowers with poor credit histories, had done
a bad job of gathering information. When an unexpectedly large number of borrowers
defaulted, the mortgage-backed securities based on these loans declined sharply in value,
causing heavy losses to investors. The liquidity of these securities declined sharply, and
the degree of risk sharing they represented was much less than expected. We discuss more
about the woes of securitized loans in the next section.

For more practice, do related problem 1.14 on page 23 at the end of this chapter.

The Financial Crisis of 2007–2009
We can use the overview of the financial system in this chapter to briefly discuss
the financial crisis of 2007–2009. Because the financial crisis has had far-reaching and
lasting effects on the financial system, we will discuss it in later chapters as well.

Origins of the Financial Crisis
The origins of the financial crisis lie in the housing bubble of 2000–2005. A bubble is an
unsustainable increase in the price of a class of assets, such as stocks issued by high-tech
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companies, oil and other commodities, or houses. Figure 1.3 shows the growth of the
housing bubble and its eventual implosion. Panel (a) shows new home sales in the United
States, and panel (b) shows the Case-Shiller index, which measures changes in the prices
of single-family homes. Panel (a) shows that new home sales rose by 60% between
January 2000 and July 2005 and then fell by an astonishing 80% between July 2005 and
July 2010. Panel (b) shows that home prices followed a similar pattern: They increased
by nearly 90% between the beginning of 2000 and the beginning of 2006 and then
declined more than 30% between the beginning of 2006 and the beginning of 2009.

Was the housing bubble the result of overly optimistic expectations by home buy-
ers and builders who believed that new residential construction and housing prices
would continue to rise at rapid rates indefinitely? While overly optimistic expectations
may have played some role in the housing bubble, many economists believe that
changes in the market for mortgages played a bigger role. Mortgages were the first loans
to be widely securitized. To promote home ownership, Congress created a secondary
market in mortgages that made it easier for families to borrow money to buy houses. To
reach this goal, Congress used two government-sponsored enterprises (GSEs): the Federal
National Mortgage Association (“Fannie Mae”) and the Federal Home Loan Mortgage
Corporation (“Freddie Mac”). Fannie Mae and Freddie Mac sell bonds to investors and
use the funds to purchase mortgages from banks. By the 1990s, a large secondary mar-
ket existed in mortgages, with funds flowing from investors through Fannie Mae and
Freddie Mac to banks and, ultimately, to people borrowing money to buy houses.

By the 2000s, important changes had taken place in the mortgage market. First,
investment banks became significant participants in the secondary market for mort-
gages. Investment banks began buying mortgages, bundling large numbers of them
together as mortgage-backed securities, and reselling them to investors. Mortgage-
backed securities proved very popular with investors because they often paid higher
interest rates than other securities with comparable default risk. Second, by the height
of the housing bubble in 2005 and early 2006, lenders had greatly loosened the stan-
dards for obtaining a mortgage loan. Traditionally, only borrowers who had good cred-
it histories and who were willing to make a down payment equal to at least 20% of the
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Figure 1.3 The Housing Bubble

Panel (a) shows that housing bubble resulted in rapid increases in both sales
of new houses and housing prices between 2000 and 2005, followed by sharp
decreases in sales and prices from early 2006 through early 2009 and then a

slow revival. Panel (b) shows that home prices followed a similar pattern to
home sales.

Sources: U.S. Bureau of the Census; and S&P/Case-Shiller,
standardandpoors.com .•



value of the house they were buying would be able to receive a mortgage. By 2005,
however, many mortgages were being issued to subprime borrowers with flawed credit
histories. In addition, Alt-A borrowers, who stated—but did not document—their
incomes, and borrowers who made very small down payments found it easier to take
out loans. Lenders also created new types of adjustable-rate mortgages that allowed
borrowers to pay a very low interest rate for the first few years of the mortgage and
then pay a higher rate in later years. The chance that the borrowers using these non-
traditional mortgages would default was higher than for borrowers using traditional
mortgages. Why would borrowers take out mortgages on which they might have trou-
ble making the payments, and why would lenders grant such mortgages? Both borrow-
ers and lenders anticipated that housing prices would continue to rise, which would
reduce the chance of borrowers defaulting on their mortgages and also make it easier
for borrowers to convert to more traditional mortgages in the future.

Unfortunately, the decline in housing prices that began in 2006 led to rising
defaults among subprime and Alt-A borrowers, borrowers with adjustable-rate mort-
gages, and borrowers who had made only small down payments. When borrowers
began defaulting on mortgages, the value of many mortgage-backed securities
declined sharply, and investors feared that they would lose money by purchasing them.
At first many economists, including Fed Chairman Ben Bernanke, believed that the
fallout from the bursting of the housing bubble would inflict only limited damage to
the financial system, but this forecast was wrong. Many commercial and investment
banks owned mortgage-backed securities, and the decline in the value of the securities
caused those banks to suffer heavy losses. Commercial banks that had made loans to
real estate developers for construction of homes were particularly hard hit. By mid-
2007, the decline in the value of mortgage-backed securities and the large losses 
suffered by commercial and investment banks began to cause turmoil in the financial
system. Many investors refused to buy mortgage-backed securities, and some investors
would buy only bonds issued by the U.S. Treasury. Banks began to restrict credit to all
but the safest borrowers. The flow of funds from savers to borrowers, on which the
economy depends, began to be greatly reduced.

Beginning in the spring of 2008, the Federal Reserve and the U.S. Department of the
Treasury took unusual policy actions to deal with the results of the financial crisis and
the recession that began in December 2007. Although the Fed had traditionally made
loans only to commercial banks, in March 2008 it began making loans to some invest-
ment banks. Also in March, the Fed and the Treasury helped JPMorgan Chase acquire the
investment bank Bear Stearns, which was in danger of failing. The Fed agreed that if
JPMorgan Chase would acquire Bear Stearns, the Fed would guarantee any losses
JPMorgan Chase suffered on Bear Stearns’s holdings of mortgage-backed securities, up
to a limit of $29 billion. The Fed and Treasury were convinced that a failure by Bear
Stearns had the potential of causing a financial panic, as many investors and financial
firms would have stopped making short-term loans to other investment banks.

The Deepening Crisis and the Response of the Fed and Treasury
Some economists and policymakers criticized the decision by the Fed and the Treasury
to help arrange the sale of Bear Stearns to JPMorgan Chase. The main concern was
with the moral hazard problem, which is the possibility that managers of financial firms
such as Bear Stearns might make riskier investments if they believe that the federal
government will save them from bankruptcy. The Treasury and Fed acted in March
2008 to save Bear Stearns because they believed that the failure of a large financial firm
could have wider economic repercussions. In September 2008, when the investment
bank Lehman Brothers was near bankruptcy, the Fed and the Treasury were again
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concerned that the failure of the firm would endanger the flow of funds through the
financial system.

The Fed and the Treasury decided to allow Lehman Brothers to go bankrupt,
which it did on September 15. The adverse reaction in financial markets was stronger
than the Fed and Treasury had expected, which led them to decide two days later to
have the Fed provide an $85 billion loan to American International Group (AIG)—
the largest insurance company in the United States—in exchange for an 80% owner-
ship stake, effectively giving the federal government control of the company.
However, the fallout from the Lehman Brothers bankruptcy had widespread repercus-
sions, including a sharp decline in most types of lending. Finally, in October 2008,
Congress passed the Troubled Asset Relief Program (TARP), under which the Treasury
provided funds to commercial banks in exchange for stock in those banks. Taking
partial ownership of private commercial banks was an unprecedented action for the
federal government. Many policies of the Fed and Treasury during the recession of
2007–2009 were controversial because they involved partial government ownership of
financial firms, implicit guarantees to large financial firms that they would not be
allowed to go bankrupt, and unprecedented intervention in financial markets. These
actions by the Fed and the Treasury were meant to restore the flow of funds from
savers to borrowers. Without an increase in the flow of funds to more normal levels,
households would lack the credit they needed to buy houses, cars, and other con-
sumer durables, and firms would lack the credit they needed to finance new invest-
ment in plant and equipment, or, in many cases, even to finance their inventories and
meet their payrolls.

Most economists and policymakers believed the severity of the crisis justified the
Fed’s use of innovative policies, but many feared that the Fed’s actions might reduce its
independence. Traditionally, Fed chairmen have closely guarded the Fed’s independ-
ence from the rest of the executive branch—including the Treasury Department—and
from Congress. But during the financial crisis, the Fed worked closely with the
Treasury in arranging to inject funds into the commercial banking system by taking
partial ownership of some banks and in several other policy actions. Close collabora-
tion between the Fed and the Treasury, were it to continue, raised the question of
whether the Fed would be able to pursue policies independent from those of the
administration in power.

Key Issues and Questions from the Financial Crisis
The details of the financial crisis and recession of 2007–2009 are interesting and impor-
tant. But more important is what the crisis tells us about how the financial system works.
Our brief account of the financial crisis raises a number of questions that we will answer
in the following chapters:

Chapter 2: Money and the Payments System

Issue: The Federal Reserve’s actions during the financial crisis led to concerns about
whether it could maintain its independence.

Question: Should a central bank be independent of the rest of the government?

Chapter 3: Interest Rates and Rates of Return

Issue: During the financial crisis, soaring interest rates on assets such as mortgage-
backed securities caused their prices to plummet.

Question: Why do interest rates and the prices of financial securities move in opposite
directions?
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Chapter 4: Determining Interest Rates

Issue: Federal Reserve policies to combat the recession of 2007–2009 led some econ-
omists to predict that inflation would rise and make long-term bonds a poor
investment.

Question: How do investors take into account expected inflation and other factors
when making investment decisions?

Chapter 5: The Risk Structure and Term Structure of Interest Rates

Issue: During the financial crisis, the bond rating agencies were criticized for having
given high ratings to securities that proved to be very risky.

Question: Should the government more closely regulate credit rating agencies?

Chapter 6: The Stock Market, Information, and Efficiency

Issue: During the financial crisis, many small investors sold their stock investments,
fearing that they had become too risky.

Question: Is the financial crisis likely to have a long-lasting effect on the willingness of
individuals to invest in the stock market?

Chapter 7: Derivatives and Derivative Markets

Issue: During the financial crisis, some investors, economists, and policymakers
argued that financial derivatives had added to the severity of the crisis.

Question: Are financial derivatives “weapons of financial mass destruction”?

Chapter 8: The Market for Foreign Exchange

Issue: During the financial crisis, exchange rates proved to be particularly volatile, and
the Federal Reserve and other central banks took coordinated policy actions to
help stabilize the international financial system.

Question: Why did the value of the U.S. dollar soar during the height of the financial
crisis?

Chapter 9: Transactions Costs, Asymmetric Information, and the Structure of the
Financial System

Issue: During the financial crisis, many economists noted that problems in the market
for bonds had the potential to deepen the economic recession and slow the recovery
because firms rely more heavily on bonds than on stocks as a source of external
finance.

Question: Why do firms rely more on bonds than on stocks as a source of external
finance?

Chapter 10: The Economics of Banking

Issue: During and immediately following the financial crisis, there was a sharp increase
in the number of bank failures.

Question: Is banking a particularly risky business? If so, what types of risks do banks face?

Chapter 11: Investment Banks, Hedge Funds, and the “Shadow Banking System”

Issue: During the 1990s and 2000s, the flow of funds from lenders to borrowers
outside of the banking system increased.

Question: What role did the shadow banking system play in the financial crisis of
2007–2009?

18 CHAPTER 1 • Introducing Money and the Financial System



Chapter 12: Financial Crises and Financial Regulation

Issue: The financial crisis of 2007–2009 was the most severe since the Great Depression
of the 1930s.

Question: Does the severity of the 2007–2009 financial crisis explain the severity of the
recession during those years?

Chapter 13: The Federal Reserve and Central Banking

Issue: Following the financial crisis, Congress debated reducing the independence of
the Federal Reserve.

Question: Should Congress and the president be given greater authority over the
Federal Reserve?

Chapter 14: The Federal Reserve’s Balance Sheet and the Money Supply Process

Issue: During and immediately following the financial crisis, bank reserves increased
rapidly in the United States.

Question: Why did bank reserves increase rapidly during and after the financial
crisis, and should the increase be a concern to policymakers?

Chapter 15: Monetary Policy

Issue: During the financial crisis, the Federal Reserve employed a series of new policy
tools in an attempt to stabilize the financial system.

Question: Should price stability still be the most important policy goal of central
banks?

Chapter 16: The International Financial System and Monetary Policy

Issue: The financial crisis led to controversy over the European Central Bank’s mone-
tary policy.

Question: Should European countries abandon using a common currency?

Chapter 17: Monetary Theory I: Aggregate Demand and Aggregate Supply

Issue: During the recovery from the financial crisis, the unemployment rate remained
stubbornly high.

Question: What explains the high unemployment rates during the economic expan-
sion that began in 2009?

Chapter 18: Monetary Theory II: The IS-MP Model

Issue: By the December 2008, the Federal Reserve had driven the target for the federal
funds rate to near zero.

Question: In what circumstances is lowering the target for the federal funds rate
unlikely to be effective in fighting a recession? 

Before moving on to the next chapter, read An Inside Look at Policy on the next page
for a discussion of the three options Federal Reserve Chairman Ben Bernanke considered
to further support the economy in late 2010 and his views of short-term budget deficits.
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Fed Ready to Help Economy, 
But Options Are Limited

AN INSIDE LOOK AT POLICY

WALL STREET JOURNAL

Bernanke Prepared
to Take New Steps

Federal Reserve Chairman Ben
Bernanke told Congress he is pre-
pared to take further action to sup-
port the economy if the outlook
deteriorates, but indicated the Fed’s
reluctance to do so, given limited
options and questions about the
effectiveness of any new measures.

Presenting the Fed’s semiannual
report to the Senate Banking
Committee . . . Mr. Bernanke said
the Fed still expects the economy
to show moderate growth this year
despite a “somewhat weaker out-
look” that he blamed on financial
market turmoil . . .

But pronouncing the outlook
“unusually uncertain,” he said, “We
remain prepared to take further
policy actions as needed to foster a
return to full utilization of our
nation’s productive potential in a
context of price stability.”
Stocks declined as Mr. Bernanke

disappointed investors by saying
the economic outlook looks so
uncertain but not outlining fresh,
detailed steps to support it . . .

Mr. Bernanke outlined three
options for supporting the econo-
my, if necessary. The Fed could
verbally emphasize its commitment
to keep short-term interest rates
low for a long time. It could lower
the interest rate it pays on reserves
that banks store at the central
bank, to encourage more lending.

And it could reinvest proceeds from
maturing or prepaid mortgage
securities, instead of letting them
run off the Fed’s balance sheet, or
make additional purchases.

“We have not fully done that
review, and we need to think about
possibilities,” Mr. Bernanke said.
“Clearly, each of these options has
got drawbacks [and] potential
costs.”

. . . the Fed is exploring how
to underscore to markets and the
public that it plans to keep interest
rates low. Earlier this year, many
investors were bracing for rate
increases by late 2010. Recent
worries about the economy pushed
that into 2011 . . .

Mr. Bernanke emphasized that
the labor market remains a key
worry. The U.S. has lost 8.5 million
jobs since the downturn started,
and he said the pace of private
payroll growth in the first half
of 2010—100,000 a month, on
average—is “insufficient to reduce
the unemployment rate
materially.” . . .
Mr. Bernanke said the recent large

federal budget deficits are appro-
priate, considering the weak eco-
nomy. He said additional fiscal
support from Washington could
help, given weak private spending,
but acknowledged concerns that
markets might react adversely if
the nation’s deficit is not brought
under control.

“The best approach, in my view,
is to maintain some fiscal support
for the economy in the near term,

but to combine that with serious
attention to addressing what are
very significant fiscal issues for the
United States in the medium term,”
Mr. Bernanke said. “I don’t think
it’s either/or. I think you need to
really do both. If the debt contin-
ues to accumulate and becomes
unsustainable . . . then the only way
that can end is through a crisis or
some other very bad outcome.”

With almost half the unem-
ployed out of work for more than
six months, Mr. Bernanke noted
the long-term risks of persistent
joblessness.

“People who are unemployed
for a long period of time often see
their skills atrophy or see their
skills become irrelevant . . . I think
we need to be very seriously
concerned about the implications
of long-term unemployment.”

Source: Wall Street Journal, excerpted
from “Bernanke Prepared to Take New
Steps” by Sudeep Reddy. Copyright 
2010 by Dow Jones & Company, Inc.
Reproduced with permission of Dow
Jones & Company via Copyright
Clearance Center.
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Key Points in the Article
In his semiannual report to the Senate
Banking Committee in July 2010,
Federal Reserve Chairman Ben Bernanke
expressed reluctance to support the U.S.
economy because of questions about
the effectiveness such actions would
have. Bernanke characterized the cur-
rent state of the economy as “unusually
uncertain.” He stated that the Fed could
emphasize its commitment to keeping
interest rates low, lower the interest rate
it pays for reserves it retains for banks,
or reinvest proceeds from maturing
mortgage securities (or use the proceeds
to make additional purchases of mort-
gage securities). A key worry was the
labor market. Bernanke noted that the
payroll growth of the first half of 2010
was insufficient to reduce the unem-
ployment rate. The Fed Chairman said
that recent federal budget deficits were
appropriate considering the weak econ-
omy, but acknowledged that markets
could react adversely if the deficit were
not brought under control.

Analyzing the News
Ben Bernanke expressed the Fed’s 
willingness to take actions to

expand the U.S. economy, but its
options were limited. The Fed typically
spurs the economy by some combina-
tion of lowering the discount rate (the
interest rate it charges on loans to
banks), lowering the federal funds rate,
or lowering reserve requirements. By
July 2010 the Fed had already lowered
its primary discount rate to 0.75 percent
and its target range for the federal
funds rate to 0–0.25 percent. There was
little room for further reductions. The
Fed was very aggressive in using its
discount window to pump reserves into
the banking system in 2008 and 2009,
as the table below shows. Borrowed
funds totaled more than $3.2 trillion
in 2008 and $4.9 trillion in 2009,
compared to only $20 billion in 2007.
In 2010, the total borrowings began to
wind down. Lowering reserve require-
ments, which would increase banks’
excess reserves, would have little impact
because banks were not lending all the
excess reserves they already had.

Chairman Bernanke mentioned 
three additional options to support

the economy. One option was to
announce the Fed’s intention to keep
short-term interest rates low. Although
it could not lower its target range for
the federal funds rate, there had been
an expectation in financial markets that
interest rates would rise in the second
half of 2010. Second, the Fed could
lower the interest rate it paid banks on
required reserves (from 0.25 percent).
This would reduce the opportunity cost
to banks from using reserves to create
new loans. The third option was to buy
additional securities with the proceeds
of maturing mortgage securities, which
would provide support for a housing
market that was still not fully recovered
from the financial crisis.

Bernanke endorsed large federal 
budget deficits because of the

economy’s weakness, but recommend-
ed that attention be given to controlling
deficits in the future.

THINKING CRITICALLY 
1. In July 2010, around the time Ben

Bernanke made his report to the
Senate Banking Committee, President
Obama signed into law a $34 billion
extension of unemployment benefits
for 2.5 million people. This action

provided welcome support for those
who received the additional bene-
fits, but some critics argued that it
could have negative consequences
as well. How could the extension 
of unemployment benefits have 
an adverse impact on the labor 
market?

2. In another part of Ben Bernanke’s
report to Congress he stated that the
Federal Open Market Committee
(FOMC) “ . . . continues to anticipate
that economic conditions are likely to
warrant exceptionally low levels of
the federal funds rate . . . At some
point . . . the [FOMC] will need to
begin to remove monetary policy
accommodation to prevent the
buildup of inflationary pressures.
When that time comes, the Federal
Reserve will act to increase short-
term interest rates by raising the
interest rate it pays on reserve bal-
ances that depository institutions
hold at Federal Reserve Banks.”
(a) How will raising the interest rate
on reserve balances affect banks?
(b) Why would Bernanke mention
increasing the interest rate on reserve
balances, rather than increasing the
federal funds rate, as a means to
“prevent the buildup of inflationary
pressures”?
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Source: Board of Governors of the Federal Reserve.

a

c

b

Total Borrowings of Depository Institutions from the Federal Reserve 
Not Seasonally Adjusted—Billions of Dollars

2008 2009 2010

January 45.7 563.5 142.1
February 60.2 582.5 111.2
March 94.5 612.1 91.6
April 135.4 558.2 80.2
May 155.8 525.4 75.6
June 171.3 438.7 69.9
July 165.7 367.0
August 168.1 331.5
September 209.1 306.8
October 648.3 265.1
November 698.8 217.3
December 653.6 169.9
Total $3,206.3 $4,938.0 $570.6
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CHAPTER SUMMARY AND PROBLEMS

KEY TERMS AND CONCEPTS
Asset, p. 2
Bond, p. 3 
Bubble, p. 14 
Commercial bank, p. 4 
Diversification, p. 12 
Dividend, p. 3 
Federal funds rate, p. 11 
Federal Reserve, p. 10 
Financial asset, p. 2 

Financial intermediary, p. 4 
Financial liability, p. 4 
Financial market, p. 2 
Foreign exchange, p. 3 
Information, p. 13 
Interest rate, p. 3 
Liquidity, p. 12 
Monetary policy, p. 11 
Money, p. 2 

Money supply, p. 2 
Portfolio, p. 8 
Primary market, p. 9 
Risk sharing, p. 12 
Secondary market, p. 9 
Securitization, p. 3 
Security, p. 2 
Stock, p. 3 

Key Components of the Financial System
Identify the key components of the financial system.

SUMMARY
The financial system channels funds from savers to
borrowers. The three key components of the financial
system are financial assets, financial institutions, and
the Federal Reserve and other financial regulators. The
most important financial assets are money, stocks,
bonds, foreign exchange, and securitized loans. There
are two channels through which funds flow from savers
to borrowers: commercial banks (and other financial
intermediaries) and financial markets. The flow of
funds from savers to borrowers through financial inter-
mediaries is referred to as indirect finance, and the flow
through financial markets is referred to as direct
finance. A primary market is a financial market in
which stocks, bonds, and other securities are sold for
the first time. A secondary market is a financial mar-
ket in which investors buy and sell already existing
securities. The most important financial regulator is
the Federal Reserve, often called “the Fed,” which is the
central bank of the United States. Congress established
the Fed in 1913 to deal with problems in the banking
system, but now the Fed has greater responsibilities,
including the conduct of monetary policy. The finan-
cial system provides to savers and borrowers the three
key services of risk sharing, liquidity, and information.

Review Questions

1.1 [Related to the Chapter Opener on page 1]
Explain the analogy relating irrigation flows to
flows of funds in the financial system. What

happens to a farmer when irrigation water
dries up? What happened to businesses in the
United States when the flow of funds dried up
during the financial crisis of 2007–2009?

1.2 Briefly define each of the five key financial
assets. Is every financial asset also a financial
security? Is it possible that what a saver would
consider a financial asset a borrower would
consider a financial liability?

1.3 What is the difference between direct finance
and indirect finance? Which involves financial
intermediaries, and which involves financial
markets?

1.4 In 2009, Dole Food Company, which markets
fresh fruits and vegetables, moved from being a
private company to becoming a public company
by conducting an initial public offering (IPO).
Were investors who bought stock in this IPO
doing so in the primary market or in the
secondary market?

1.5 Briefly explain why the financial system is one of
the most highly regulated sectors of the economy.

1.6 What is the Federal Reserve? Who appoints the
members of the Federal Reserve’s Board of
Governors? How do the Fed’s current responsi-
bilities compare with its responsibilities when it
was first created by Congress?

1.7 Briefly describe the three key services that the
financial system provides to savers.

1.1

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

www.myeconlab.com
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Problems and Applications

1.8 A student remarks:

When I pay my insurance premiums, I never
get that money back. My insurance premiums
represent payments for a service I receive from
the insurance company. When I deposit
money in the bank, I can always withdraw the
money later if I want to. So, my bank deposit
represents a financial investment for me.
Therefore, a bank is a financial intermediary,
but an insurance company is not.

Briefly explain whether you agree with the
student’s argument.

1.9 In a talk at the White House in December 2009,
President Barack Obama argued: “Ultimately in
this country we rise and fall together: banks and
small businesses, consumers and large corpora-
tions.” Why in this statement, did the president
single out banks? Aren’t supermarkets, airlines,
software companies, and many other businesses
also important to the economy?

Source: Helene Cooper and Javier C. Hernandez,
“Obama Tells Bankers That Lending Can Spur
Economy,” New York Times, December 14, 2009.

1.10 [Related to the Making the Connection on
page 6] If pawn shops charge high interest rates
on loans, why do people borrow money from
them? Suppose Congress passes a law that puts
a ceiling of 10% per year on the interest rate
that pawn shops can charge on loans. Would
this law be likely to help low-income people?
Briefly explain.

1.11 [Related to the Making the Connection on
page 9] Households have a much larger frac-
tion of their savings in stocks than in bonds.
Can you think of reasons why this is the case?

1.12 Why might you prefer to lend money to indi-
viduals and businesses in your city through a
local bank rather than directly?

1.13 Suppose financial intermediaries did not exist
and only direct finance was possible. How
would this affect the process of an individual
buying a car or a house?

1.14 [Related to Solved Problem 1.1 on page 13]
During the 2007–2009 recession, many people
who had taken out mortgages to buy homes
found that they were having trouble making the
payments on their mortgage. Because housing
prices were falling, many found that the amount
they owed on their mortgage was greater than
the price of their home. Significant numbers of
people defaulted on their mortgages. The follow-
ing appeared in an article discussing this issue in
the Economist magazine:

Since foreclosures are costly for lenders as
well as painful for borrowers, both sides
could be better off by renegotiating a mort-
gage. The sticking-point, according to
conventional wisdom, is securitization. When
mortgages are sliced into numerous pieces
it is far harder to get lenders to agree on
changing their terms.

Why might both lenders and borrowers be 
better off as a result of renegotiating a 
mortgage? How does securitization result in
mortgages being “sliced into numerous pieces”?
Why would securitization make renegotiating a
loan more difficult? How would these 
difficulties affect the services that securitization
provides to savers and borrowers?

Source: “Mortgage Mistakes,” Economist, July 9, 2009.

The Financial Crisis of 2007–2009
Provide an overview of the financial crisis of 2007–2009.

SUMMARY
The financial crisis that began in mid-2007 resulted
in the 2007–2009 recession becoming the worst 
since the Great Depression of the 1930s. The origins
of the financial crisis lie in the housing bubble of

2000–2005. The decline in housing prices that began
in 2006 led to rising defaults among subprime and
Alt-A borrowers—borrowers who either had flawed
credit histories or who did not document their
incomes when applying for mortgages. When 

1.2

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

www.myeconlab.com
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borrowers began defaulting on mortgages, the value
of mortgage-backed securities declined sharply,
which caused banks and other financial firms to
suffer heavy losses.

The financial crisis worsened after the failure of
the Lehman Brothers investment bank in September
2008. The Federal Reserve and the U.S. Treasury
Department responded to the crisis by implementing
several unprecedented policy actions. Included among
these actions was the federal government’s taking par-
tial ownership of commercial banks under the
Troubled Asset Relief Program (TARP). These policy
actions proved controversial. Some policymakers and
economists applauded them as necessary to head off
financial collapse. But other policymakers and econo-
mists questioned whether they represented too exten-
sive an involvement by the federal government in the
financial system and whether they amounted to a
“bailout” of the managers and owners of some of the
financial firms involved. Some economists also won-
dered whether the close collaboration between the
Treasury and the Fed might end up undermining the
Fed’s independence.

Review Questions

2.1 What do economists mean by a “bubble”? Why
do many economists believe that there was a
housing bubble in the United States between
2000 and 2005?

2.2 By the 2000s, what significant changes had taken
place in the mortgage market? What is a “sub-
prime” borrower? What is an “Alt-A” borrower?

2.3 What problems did the decline in housing
prices that began in 2006 cause for the financial
system?

2.4 What actions did the Federal Reserve and
Treasury take in dealing with the financial
crisis? What is the moral hazard problem? 
How is it related to the Federal Reserve’s and
Treasury’s actions?

Problems and Applications

2.5 Why is a bubble more likely to occur in the
housing market rather than in the market for
automobiles or the market for refrigerators?

2.6 Panel (b) of Figure 1.3 on page 15 shows the
Case-Shiller price index of houses. This index
was developed by economists Karl Case of
Wellesley College and Robert Shiller of Yale
University. Many economists consider changes
in the average price of houses in the United
States to be difficult to measure. What
challenges might exist in accurately measuring
housing prices?

2.7 How does the creation of a secondary market in
mortgages help to promote home ownership?
Why might the federal government decide to
intervene in the housing market to promote
home ownership?

DATA EXERCISE

D1.1: Go to the Web site of the Bureau of Economic
Analysis (www.bea.gov) and use the data there
to calculate the percentage change in GDP for
each year from 2000 through 2009. Graph your

data. Do the movements in GDP correspond
well to the movements in the Case-Shiller 
price index of houses shown in panel (b) of
Figure 1.3 on page 15?

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

www.bea.gov
www.myeconlab.com
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2.1 Analyze the inefficiencies of a barter system
(pages 26–28)

2.2 Discuss the four key functions of money
(pages 28–31)

2.3 Explain the role of the payments system
(pages 31–33)

2.4 Explain how the U.S. money supply is
measured (pages 33–37)

2.5 Use the quantity theory of money to
analyze the relationship between money
and prices in the long run (pages 37–43)

THE FEDERAL RESERVE FIGHTS TO PRESERVE ITS INDEPENDENCE

In December 2009, the U.S. House of Representatives
passed legislation to sharply increase Congressional
oversight of the Federal Reserve. Supporters of the legis-
lation criticized Fed actions during the 2007–2009 finan-
cial crisis and recession. Some were worried that by
allowing the money supply to grow rapidly, the Fed was
running the risk that inflation would greatly increase.
Federal Reserve Chairman Ben Bernanke protested that
if this legislation became law, it would greatly reduce the

independence of the Fed from the rest of the federal
government. Making the Fed less independent, Bernanke
argued, would actually increase the risk of high inflation.
In the end, Bernanke’s arguments were successful, and
the final version of the legislation, known as the Dodd-
Frank Wall Street Reform and Consumer Protection Act,
left the Federal Reserve’s independence largely intact.

The struggle over central bank independence and
its potential effect on inflation is not just a political

Continued on next page

Key Issue and Question

At the end of Chapter 1, we noted that the financial crisis that began in 2007 raised a series of
important questions about the financial system. In answering these questions, we will discuss
essential aspects of the financial system. Here are the key issue and key question for this chapter:

Issue: The Federal Reserve’s actions during the financial crisis led to concerns about whether it could
maintain its independence.

Question: Should a central bank be independent of the rest of the government?

Answered on page 43
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Money Anything that is
generally accepted as pay-
ment for goods and servic-
es or in the settlement of
debts.

Barter A system of
exchange in which individ-
uals trade goods and serv-
ices directly for other goods
and services.

issue in the United States. In the African country of
Zimbabwe, the inflation rate during 2008 was an
almost unimaginable 15 billion percent. The country’s
central bank began printing Zimbabwean dollar cur-
rency in denominations of $50 billion dollars, then
$100 billion dollars, and then $100 trillion dollars. The
extraordinary inflation rates in Zimbabwe contributed
to disastrous declines in production and employment.
Finally, in 2009, in an attempt to rein in inflation, the
Zimbabwean government decided to abandon its own
currency entirely in favor of the U.S. dollar.

Is there a connection between the attempts of the
U.S. Congress to reduce the independence of the Fed

and the decision by the government of Zimbabwe to
abandon using its own currency in a desperate attempt
to rein in ruinous inflation? While it is highly unlikely
that the United States will ever suffer from inflation rates
like those Zimbabwe experienced, as we will see, most
economists believe that there is a connection between
how independent a country’s central bank is and how
much inflation the country experiences. This connection
is one reason why government control of the money
supply can be a heated political issue in many countries.

AN INSIDE LOOK AT POLICY on page 44 
discusses  the Fed’s new role, as of July 2010, as the key
regulator of the financial sector.

The links between money, inflation, and the policies of a country’s central bank are
very important, but they can also be subtle. In this chapter, we begin to explore these
links, starting with a brief discussion of what money is and how it is measured. At the
end of the chapter, we discuss the quantity theory of money, which shows the links
between changes in the money supply and the inflation rate in the long run.

Do We Need Money?
Economists define money very broadly as anything that is generally accepted as pay-
ment for goods and services or in the settlement of debts. Do we need money? It may
seem obvious that an economy needs money to operate, but think back to your intro-
ductory economics course. In the discussions of supply and demand, production,
competition, and other microeconomic topics, money may not have been mentioned.
Of course, there was an unstated understanding that money is involved in facilitating
all of the buying and selling. But the fact that you can tell the basic story of how a mar-
ket system operates without mentioning money suggests that the services that money
provides to households and firms are not always obvious.

Barter
Economies can function without money. In the early stages of an economy’s develop-
ment, individuals often exchange goods and services by trading output directly with
each other. This type of exchange is called barter. For example, on the frontier in colo-
nial America, a farmer whose cow died might trade several pigs to a neighboring
farmer in exchange for one of the neighbor’s cows. In principle, people in a barter
economy could satisfy all their needs by trading for goods and services, in which case
they would not need money. In practice, though, barter economies are inefficient.

There are four main sources of inefficiency in a barter economy. First, a buyer or
seller must spend time and effort searching for trading partners. The first neighbor the
farmer approaches may not want to trade a cow for pigs. In a barter system, each party
to a trade must want what the other party has available to trade. That is, there must be
a double coincidence of wants. Because of the time and effort spent searching for trad-
ing partners in a barter economy, the transactions costs, or the costs in time or other
resources of making a trade or exchange, will be high. A second source of inefficiency
is that under barter, each good has many prices. The farmer might be able to exchange
three pigs for a cow, 10 bushels of wheat for a plow, or a table for a wagon. So, what is

2.1

Learning Objective
Analyze the
inefficiencies of a
barter system.

Transactions costs The
costs in time or other
resources that parties incur
in the process of agreeing
and carrying out an
exchange of goods and
services.

Source: Luca Di Leo, “Bernanke Continues Fight Against More Fed Scrutiny,” Wall Street Journal, May 26, 2010.
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the price of a cow, a plow, or a wagon? The answer is that each good will have many
prices—one for every other good it might be exchanged for. A cow will have a price in
terms of pigs, a price in terms of wheat, a price in terms of wagons, and so forth. A
barter economy with only 100 goods would have 4,950 prices; one with 10,000 goods
would have 49,995,000 prices!1 A third source of inefficiency arises from a lack of stan-
dardization: All pigs and cows are not the same, so the price of cows in terms of pigs
would have to specify the size and other characteristics of the animals. Finally, imagine
the difficulty of accumulating wealth. The only way to do so in a barter system would
be by having piles of different goods stored away.

The Invention of Money
The inefficiencies of barter force most people to be self-sufficient. Returning to the
frontier in colonial America, people grew their own food, built their own homes, and
made their own clothes and tools. Such economies have trouble growing because, in
doing everything, an individual does some tasks well and does others poorly. To
improve on barter, people had an incentive to identify a specific product that most
people will generally accept in an exchange. In other words, they had a strong incen-
tive to invent money. For example, in colonial times, animal skins were very useful in
making clothing. The first governor of Tennessee received a salary of 1,000 deerskins
per year, and the state’s secretary of the treasury received 450 otter skins per year. A
good used as money that also has value independent of its use as money is called
commodity money. Historically, once a good became widely accepted as money, peo-
ple who did not have an immediate use for it were still willing to accept it. A colonial
farmer—or the governor of Tennessee—might not want a deerskin, but as long as he
knew he could use it to buy other goods and services, he would be willing to accept it
in exchange for what he had to sell.

Commodity money A
good used as money that
has value independent of
its use as money.

1These calculations are based on the formula for telling us how many prices we need with N goods—that
is, the number of prices when there are N items: Number of prices = N(N – 1)/2.

Making the Connection

What’s Money? Ask a Taxi Driver!
Some years ago, one of the authors of this book learned a great lesson about money
from Russian taxi drivers. In August 1989, as part of a group of American economists,
he traveled to Moscow and Leningrad (now St. Petersburg) in what was then the Soviet
Union to discuss with Soviet economists some economic problems faced by both
countries.

Taking taxis in Moscow to and from meetings and dinners was an ordeal. The
author’s hosts had given the U.S. economists rubles (Soviet currency at the time), but
Russian merchants and taxi drivers discouraged payments in rubles. Taxi drivers quoted
a bewildering array of fares in terms of U.S. dollars, German marks, or Japanese yen. And
the fares varied from cab to cab.

When the author relayed this frustration to his wife, she explained that she had no
difficulties with taxis. She paid the fare with Marlboro cigarettes instead of currency!
The author used Marlboros the next day (no other brand worked as well) and was able
to pay taxi drivers with great success. He found that the taxi drivers could easily con-
vert all major currencies to Marlboro equivalents.
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Once money is invented—as it has been many times and in many places around
the world—transactions costs are greatly reduced, as are the other inefficiencies 
of barter. People can take advantage of specialization, producing the good or service
for which they have relatively the best ability. Most people in modern economies are
highly specialized. They do only one thing—work as an accountant, a teacher, or an
engineer—and use the money they earn to buy everything else they need. By special-
izing, people are far more productive than they would be if they tried to produce all
the goods and services they consume themselves. The high income levels in modern
economies are based on the specialization that money makes possible.

So, the answer to the question “Do we need money?” is: “Yes, because money
allows for specialization, higher productivity, and higher incomes.”

The Key Functions of Money
Money serves four key functions in the economy:

1. It acts as a medium of exchange.
2. It is a unit of account.
3. It is a store of value.
4. It offers a standard of deferred payment.

We next briefly discuss each of these four functions. We also discuss the difference
definitions of money, wealth, and income, and consider why paper currency has value.

Medium of Exchange
If you are a teacher or an accountant, you are paid money for your services. You then
use that money to buy goods and services. You essentially exchange your teaching or
accounting services for food, clothing, rent, and other goods and services. But unlike
with barter, where goods and services are exchanged directly for other goods and serv-
ices, the exchanges you participate in involve money. Money is providing the service of
a medium of exchange. That is, money is the medium through which exchange takes
place. Because, by definition, money is generally accepted as payment for goods and
services or as payment for debts, you know that the money your employer pays you
will be accepted at the stores where you purchase food, clothing, and other goods and
services. In other words, you can specialize in producing teaching or accounting serv-
ices without having to worry about directly producing the other goods and services
you require to meet your needs, as you would in a barter economy.

Unit of Account
Using a good as a medium of exchange provides another benefit: Instead of having to
quote the price of a single good in terms of many other goods—as is the case with
barter—each good has a single price quoted in terms of the medium of exchange. This
function of money gives households and firms a unit of account, or a way of measur-
ing value in the economy in terms of money. For instance, in the current U.S. economy,
each good or service has a price in terms of dollars.

Medium of exchange
Something that is generally
accepted as payment for
goods and services; a func-
tion of money.

Unit of account A way of
measuring value in an
economy in terms of
money; a function of
money.

At least during that period, Marlboro cigarettes had displaced the official currency
(rubles) as the money most widely used by Moscow taxi drivers.

Test your understanding by doing related problems 1.6 and 1.7 on page 46 at the
end of this chapter.

Specialization A system
in which individuals pro-
duce the goods or services
for which they have rela-
tively the best ability.

2.2

Learning Objective
Discuss the four key
functions of money.
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Store of Value
Money allows value to be stored easily, thereby providing the service of a store of
value. If you do not use all your accumulated dollars to buy goods and services today,
you can hold the rest for future use. Note, though, that if prices in an economy rise rap-
idly over time, the amount of goods and services a given amount of money can pur-
chase declines, and money’s usefulness as a store of value is reduced.

Of course, money is only one of many assets that can be used to store value. In fact,
any asset—shares of Apple stock, Treasury bonds, real estate, or Renoir paintings, for
example—represents a store of value. Indeed, financial assets, such as stocks and
bonds, offer an important benefit relative to holding money because they generally pay
interest or offer the possibility of increasing in value. Other assets also have advantages
relative to money because they provide services. For instance, a house provides its
owner with a place to sleep. Why, then, does anyone bother to hold money? The answer
goes back to liquidity, or the ease with which an asset can be exchanged for money.
Money itself is, of course, perfectly liquid, while you incur transactions costs when you
exchange other assets for money. When you sell bonds or shares of stock to buy a car,
for example, you pay a fee, or commission, online or to your broker. If you have to sell
your house on short notice because you have been transferred to a job in another part
of the country, you will have to pay a commission to a real estate agent and probably
have to accept a lower price to exchange the house for money quickly. To avoid such
transactions costs, people are willing to hold some money, even though other assets
offer a greater return as a store of value.

Standard of Deferred Payment
Money is also useful because of its ability to serve as a standard of deferred payment
in credit transactions. Money can facilitate exchange at a given point in time by provid-
ing a medium of exchange and unit of account. It can facilitate exchange over time by
providing a store of value and standard of deferred payment. For example, a furniture
store may order 25 dining room tables from a furniture manufacture by promising to
make full payment in 60 days.

Distinguishing Among Money, Income, and Wealth
It’s important to keep straight the differences between money, income, and wealth. We
often say that individuals in Forbes magazine’s list of richest Americans have a lot of
money. We don’t really mean that they have a lot of paper currency in their pockets (or
hidden away in their mansions or yachts); instead, we mean that they own valuable
assets, such as stocks, bonds, or houses. Money, like other assets, is a component of
wealth, which is the sum of the value of a person’s assets minus the value of the per-
son’s liabilities. However, only if an asset serves as a medium of exchange can we call it
money. A person’s income is equal to his or her earnings over a period of time. So, a
person typically has considerably less money than income or wealth. We will be care-
ful in this book to use each of these three words in the appropriate way.

What Can Serve as Money?
Having a medium of exchange makes transactions easier and thus allows the economy
to work more efficiently. The next logical question is: What can serve as money? That
is, which assets should be used as the medium of exchange? We noted earlier that any
asset can be used as money, provided that it is generally accepted as payment. In prac-
tical terms, an asset is suitable to use as a medium of exchange if it is:

● Acceptable to (that is, usable by) most people.
● Standardized in terms of quality, so that any two units are identical.

Standard of deferred
payment The characteristic
of money by which it facili-
tates exchange over time.

Wealth The sum of the
value of a person’s assets
minus the value of the per-
son’s liabilities.

Store of value The accu-
mulation of wealth by
holding dollars or other
assets that can be used to
buy goods and services in
the future; a function of
money.
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● Durable, so that it does not quickly become too worn out to be usable.
● Valuable relative to its weight, so that amounts large enough to be useful in trade

can be easily transported.
● Divisible, because prices of goods and services vary.

U.S. paper currency—Federal Reserve Notes—meet all these criteria.

The Mystery of Fiat Money
Notice that paper currency has no intrinsic value. You can use a $20 bill to buy goods
and services, but beyond that it has no value to you—except, perhaps, as a bookmark.
The Federal Reserve issues the paper currency of the United States, but the Fed is under
no obligation to redeem it for gold or any other commodity. Money, such as paper cur-
rency, that has no value apart from its use as money is called fiat money.

People accept paper currency in exchange for goods and services partly because the
federal government has designated it to be legal tender, which means the government
accepts paper currency in payment of taxes and requires that individuals and firms
accept it in payment of debts. In reality, though, the more important reason paper cur-
rency circulates as a medium of exchange is the confidence of consumers and firms that
if they accept paper currency they will be able to pass it along when they need to buy
goods and services. Basically, it is a case of self-fulfilling expectations: You value some-
thing as money only if you believe that others will accept it from you as payment. Our
society’s willingness to use green pieces of paper issued by the Federal Reserve System
as money makes them an acceptable medium of exchange.

Legal tender The govern-
ment designation that cur-
rency is accepted as pay-
ment of taxes and must be
accepted by individuals and
firms in payment of debts.

Fiat money Money, such
as paper currency, that has
no value apart from its use
as money.

Making the Connection

Apple Didn’t Want My Cash!
If Federal Reserve Notes are legal tender, doesn’t that mean that everyone in the United
States, including every business, has to accept paper money? The answer to this ques-
tion is “no,” as a woman in California found out when she went to an Apple store in
Palo Alto and tried to buy an iPad using $600 in currency. At that point, the iPad had
just been released, and Apple did not want to sell large numbers to people who were
buying them to resell on eBay, Craigslist, or elsewhere. So, a customer wanting to buy
an iPad had to pay either with a credit card or a debit card, which would make it easier
for Apple to keep track of anyone attempting to buy more than the limit of two per
customer.

Because Federal Reserve Notes are legal tender, creditors must accept them in pay-
ment of debts, and the government will accept them in payment of taxes. However, as
this incident made clear, firms do not have to accept cash as payment for goods and
services. As the U.S. Treasury Department explains on its Web site:

There is . . . no Federal statute mandating that a private business, a person or
an organization must accept currency or coins as payment for goods and/or
services. . . . For example, a bus line may prohibit payment of fares in pennies
or dollar bills. In addition, movie theaters, convenience stores and gas stations
may refuse to accept large denomination currency (usually notes above $20) as
a matter of policy.

The woman who tried to buy an iPad for cash was disabled and on a limited
income, so the incident led to bad publicity for Apple. As a result, Apple decided to lift
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As we will see, if consumers and firms ever lose confidence that they will be able
to pass currency along in buying goods and services, then the currency will cease to be
a medium of exchange.

The Payments System
Money facilitates transactions in the economy. The mechanism for conducting such
transactions is known as a payments system. The payments system has evolved over
time from relying on payments made in gold and silver coins, to payments made with
paper currency and checks written on deposits in banks, to payments made by elec-
tronic funds transfers.

The Transition from Commodity Money to Fiat Money
Although historians disagree about precisely when metallic coins first came into use,
examples have survived from China from around the year 1000 B.C. and from Greece
from around the year 700 B.C. For centuries thereafter, buyers and sellers used coins
minted from precious metals, such as gold, silver, and copper, as money. Gold and sil-
ver coins suffer from some drawbacks, however. For instance, from the days of the
Roman Empire, to gain additional funds, governments would sometimes debase the
currency, melting down coins and re-minting them with a greater amount of less valu-
able metals mixed in with the gold and silver. An economy’s reliance on gold and sil-
ver coins alone makes for a cumbersome payments system. People had difficulty trans-
porting large numbers of gold coins to settle transactions and also ran the risk of being
robbed. To get around this problem, beginning around the year A.D.1500 in Europe,
governments and private firms—early banks—began to store gold coins in safe places
and issue paper certificates. Anyone receiving a paper certificate could claim the equiv-
alent amount of gold. As long as people had confidence that the gold was available if
they demanded it, the paper certificates would circulate as a medium of exchange. In
effect, paper currency had been invented.

In modern economies, the central bank, such as the Federal Reserve in the United
States, issues paper currency. The modern U.S. payments system is a fiat money system
because the Federal Reserve does not exchange paper currency for gold or any other com-
modity money. The Federal Reserve issues paper currency and holds deposits from banks
and the federal government. Banks can use these deposits to settle transactions with one
another. Today, the Fed has a legal monopoly on the right to issue currency. Although in
the nineteenth century private banks issued their own currency, they can no longer do so.

The Importance of Checks
Paper money has drawbacks. For instance, it can be expensive to transport paper money
to settle large commercial or financial transactions. Imagine going to buy a car with a

its ban on paying for iPads with cash, provided that the customer was willing to set up
an Apple account at the time of purchase. In addition, Apple presented a free iPad to
the customer who was originally turned down when she tried to pay with cash.

Sources: Michael Winter, “Apple Ends No-Cash Policy and California Woman Gets Free iPad,” 
usatoday.com, May 20, 2010; and “FAQs: Currency,” www.ustreas.gov/education/faq/currency/
legal-tender.shtml.

Test your understanding by doing related problem 2.8 on page 47 at the end of this
chapter.

2.3

Learning Objective
Explain the role of the
payments system.

Payments system The
mechanism for conducting
transactions in the economy.

www.ustreas.gov/education/faq/currency/legal-tender.shtml
www.ustreas.gov/education/faq/currency/legal-tender.shtml
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suitcase full of dollar bills! Another major innovation in the payments system came in
the early twentieth century, with the increasing use of checks. Checks are promises to
pay on demand money deposited with a bank or other financial institution. They can
be written for any amount, and using them is a convenient way to settle transactions.

Settling transactions with checks does, however, require more steps than settling
transactions with currency. Suppose that your roommate owes you $50. If she gives
you $50 in cash, the transaction is settled. Suppose, however, that she writes you a
check for $50. You first take the check to your bank. Your bank, in turn, must present
the check for payment to your roommate’s bank, which must then collect the money
from her account. Processing the enormous flow of checks in the United States costs
the economy several billion dollars each year. There are also information costs to using
checks—the time and effort required for the seller to verify whether the check writer
(the buyer) has a sufficient amount of money in her checking account to cover the
amount of the check. Accepting checks requires more trust on the part of the seller
than accepting dollar bills does.

Electronic Funds and Electronic Cash
Breakthroughs in electronic telecommunication have improved the efficiency of the
payments system, reducing the time needed for clearing checks and for transferring
funds. Settling and clearing transactions now occur over electronic funds transfer sys-
tems, which are computerized payment-clearing devices such as debit cards, Automated
Clearing House (ACH) transactions, automated teller machines (ATMs), and e-money.

Debit cards can be used like checks: Cash registers in supermarkets and retail
stores are linked to bank computers, so when a customer uses a debit card to buy gro-
ceries or other products, his bank instantly credits the store’s account with the amount
and deducts it from his account. Such a system eliminates the problem of trust
between the buyer and seller that is associated with checks because the bank comput-
er authorizes the transaction.

ACH transactions include direct deposits of payroll checks into the checking
accounts of workers and electronic payments on car loans and mortgages, where the
payments are sent electronically from the payer’s account and deposited in the lender’s
account. ACH transactions reduce the transactions costs associated with processing
checks, reduce the likelihood of missed payments, and reduce the costs lenders incur
in notifying borrowers of missed payments.

Thirty-five years ago, ATMs did not exist, so to deposit or withdraw money from
your checking account, you needed to fill out a deposit or withdrawal slip and wait in
line at a bank teller’s window. Adding to the inconvenience was the fact that many
banks were open only between the hours of 10 A.M. and 3 P.M. Today, ATMs allow you
to perform the same transactions at your bank whenever it is most convenient for you.
Moreover, ATMs are connected to networks (such as Cirrus) so that you can make
withdrawals of cash away from your home bank.

The boundaries of electronic funds transfers have expanded to include e-money,
or electronic money, which is digital cash people use to buy goods and services over the
Internet. A consumer purchases e-money from an Internet bank, which transfers the
money to a merchant’s computer when the consumer makes a purchase. The best-
known form of e-money is the PayPal service, which is owned by eBay, the online auc-
tion site. An individual or a firm can set up a PayPal account by transferring funds
from a checking account or credit card. As long as sellers are willing to accept funds
transferred from a buyer’s PayPal (or other e-money) account, e-money functions as if
it were conventional, government-issued money. The central bank does not control 

Check A promise to pay on
demand money deposited
with a bank or other finan-
cial institution.

E-money Digital cash
people use to buy goods
and services over the
Internet; short for electronic
money.
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e-money, though, so it is essentially a private payments system. PayPal was originally
developed to make payments for online auctions easier, but in recent years, PayPal and
other e-money providers, such as Amazon.com’s PayPhrase, have attempted to expand
to capture a greater share of the payments made online.

The developments in e-money are exciting and lead some commentators to talk
about a “cashless society.” A Federal Reserve study found that noncash payments con-
tinue to increase as a fraction of all payments, and electronic payments now make up
more than two-thirds of all noncash payments. Not surprisingly, the number of checks
written has been dropping by more than 2 billion per year. In reality, though, an entirely
cashless (or checkless) society is unlikely for two key reasons. First, the infrastructure
for an e-payments system is expensive to build. Second, many households and firms
worry about protecting their privacy in an electronic system that is subject to comput-
er hackers. While the flow of paper in the payments system is likely to shrink, it is
unlikely to disappear.

The efficiency of the payments system, which increases as the cost of settling trans-
actions decreases, is important for the economy. Suppose that the banking system
broke down, and all transactions—commercial and financial—had to be carried out in
cash. You would have to carry large amounts of cash to finance all your purchases and
would incur additional costs for protecting your cash. No bank credit would be possi-
ble, severely harming the financial system’s role in matching savers and borrowers.
Disruptions in the payments system increase the cost of trade and credit. Many econ-
omists, for example, blame the collapse of the banking system for the severity of the
Great Depression of the 1930s. The efficient functioning of the economy’s payments
system is a significant public policy concern. Governments typically regulate the medi-
um of exchange and establish safeguards to protect the payments system.

Measuring the Money Supply
Households, firms, and policymakers are all interested in measuring money because,
as we will see, changes in the quantity of money are associated with changes in inter-
est rates, prices, production, and employment. Recall that one of the functions that
money provides is to serve as a medium of exchange. If this were the only function of
money, then money should include only currency, checking account deposits, and
traveler’s checks because households and firms can easily use these assets to buy goods
and services.

But including just these three assets would result in too narrow a measure of the
money supply in the real world. Many other assets can be used as a medium of
exchange, even though they are not as liquid as cash or a checking account deposit.
For example, you can easily convert your savings account at a bank into cash.
Likewise, if you own shares in a money market mutual fund—which is a mutual fund
that invests exclusively in short-term bonds, such as Treasury bills—you can write
checks against the value of your shares. So, assets such as savings accounts and money
market mutual fund shares can plausibly be considered part of the medium of
exchange.

Measuring Monetary Aggregates
As part of its responsibility to regulate the quantity of money in the United States, the
Federal Reserve currently publishes data on two different definitions of the money
supply. Figure 2.1 illustrates these definitions—referred to as monetary aggregates—
graphically.

2.4

Learning Objective
Explain how the U.S.
money supply is
measured.

Monetary aggregates
Measures of the quantity
of money that are broader
than currency; M1 and M2.
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M1 Aggregate The narrower definition of the money supply is M1. As panel (a) in
Figure 2.1 shows, M1 measures money as the traditional medium of exchange: currency,
checking account deposits, and traveler’s checks. Through the early 1980s, government
regulations did not allow banks to pay interest on checking accounts, which made
them close substitutes for currency. Since then, financial innovation in the banking
industry and government deregulation in the 1970s, 1980s, and 1990s have made more
types of accounts close substitutes for traditional bank checking accounts. These new
accounts include checking accounts at savings institutions and credit unions, as well as
interest-bearing checking accounts at commercial banks. Measures of M1 now include
these other deposits against which checks may be written, along with non-interest-
bearing checking account deposits called demand deposits, traveler’s checks, and 
currency.

M2 Aggregate M2 is a broader measure of the money supply than M1 and includes
accounts that many households treat as short-term investments. These accounts can be
converted into currency, although not as easily as the components of M1. As shown in
panel (b) of Figure 2.1, in addition to the assets included in M1, M2 includes:

● Time deposits with a value of less than $100,000, primarily certificates of deposits in
banks.

● Savings accounts.
● Money market deposit accounts at banks.
● Noninstitutional money market mutual fund shares. “Noninstitutional” means

that the money market fund shares are owned by individual investors rather than
by institutional investors, such as pension funds. Noninstitutional is also some-
times referred to as “retail.”

M2 A broader definition of
the money supply: all the
assets that are included in
M1, as well as time
deposits with a value of
less than $100,000, savings
accounts, money market
deposit accounts, and non-
institutional money market
mutual fund shares.

Savings deposits,
$5,100.9 billion

(a)  M1 = $1,718.4 billion (b)  M2 = $8,610.9 billion

Small time
deposits,

$1,044.8 billion

Money market
mutual fund shares,

$746.8 billion

M1,
$1,718.4 billion

Traveler’s checks,
$4.8 billion

Checking
account
deposits,

$827.1 billion

Currency,
$886.5 billion

The Federal Reserve uses two different measures of the money supply: M1
and M2. M1 includes currency, checking account deposits, and traveler’s
checks. M2 includes all the assets in M1, as well as the additional assets
shown in panel (b).

Note: In panel (b), savings deposits include money market deposit accounts.

Source: Board of Governors of the Federal Reserve System, Federal Reserve
Statistical Release, H6, September 2, 2010.•

Figure 2.1 Measuring the Money Supply, July 2010

M1 A narrower definition
of the money supply: The
sum of currency in circula-
tion, checking account
deposits, and holdings of
traveler’s checks.
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Making the Connection

Show Me the Money!
Panel (a) of Figure 2.1 shows that in July 2010, the total value of U.S. currency was
$886.5 billion. The value for currency included in M1 is technically “currency out-
standing,” which includes all paper currency and coins outside the banking system.
That total represents more than $2,800 for every person in the United States. Even
given that some of the currency is held by firms rather than by individuals, $2,800 still
seems like far more currency than the typical individual holds. Most people hold most
of the funds that they want to easily access in their checking accounts rather than as
cash. The figure below shows for the years from 1959 to 2010 the ratio of currency to
checking account deposits, a ratio that helps us to understand how over time people
have balanced their holdings of currency relative to their holdings of checking account
deposits.

Source: Federal Reserve Bank of St. Louis.

Note that the ratio starts to rise in the mid-1990s and reaches very high levels dur-
ing the financial crisis that began in 2007, before declining somewhat as the financial
crisis eased during 2009. Why have people over the past 15 to 20 years apparently
increased their desire to keep their money in cash rather in the bank? The answer
seems to be that most of the people who have increased their demand for U.S. currency
since the mid-1990s are outside the United States. In fact, the Federal Reserve estimates
that as much as two-thirds of the $886.5 billion in currency outstanding in July 2010
was held outside the United States. During the 1990s, a number of economies in Asia,
Latin America, and Eastern Europe experienced high rates of inflation or other problems
with their currencies. In these countries, many households and firms switched to con-
ducting transactions in U.S. dollars rather than in their domestic currencies. Even the
leaders of foreign governments often squirrel away private hoards of U.S. currency.
When the United States invaded Iraq in 2003, U.S. troops discovered hundreds of mil-
lions of dollars in cash that members of Saddam Hussein’s family had hidden away.
Even though the U.S. dollar is not legal tender in most other countries, it still can be
used as a medium of exchange, as long as most households and firms are willing to
accept it. Some countries, including Panama, El Salvador, and Ecuador, use the 
U.S. dollar as their official currency. As we saw in the chapter opener, in early 2009, the
government of Zimbabwe abandoned its own currency in favor of the dollar.
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Figure 2.2 M1 and M2, 1959–2010
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Finally, note in the figure that demand for U.S. currency spiked in late 2008, dur-
ing the worst period of the financial crisis, before declining again during 2009 as the
crisis eased. Although some of this increase may have been due to consumers in the
United States converting their checking accounts into currency because of fears of
bank failures, most of the increase came once again from households and firms in
other countries, which saw the dollar as a safe haven during a time when they doubted
the stability of their own currencies.

Sources: Federal Reserve Bank of New York, “The Money Supply,” July 2008; and Dexter Filkins,
“Hussein’s Son Took $1 Billion Just Before War, Bank Aide Says,” New York Times, May 6, 2003.

Test your understanding by doing related problem 4.9 on page 49 at the end of this
chapter.

Does It Matter which Definition of the Money Supply We Use?
Which is the correct measure of money? If M1 and M2 move together closely enough,
the Fed could use either of them to try to influence the economy’s output, prices, or
interest rates. If M1 and M2 do not move together, they may tell different stories about
what is happening to the money supply.

Panel (a) of Figure 2.2 shows the levels of M1 and M2 from January 1959 through
July 2010. Note that M2 has grown much more over these years than has M1. This is
not surprising because certificates of deposit, money market mutual fund shares, and
other assets that are only included in M2 have grown much faster than have currency
or checking accounts. Economists believe that changes in an economic variable are
usually more important than are levels of the variable. For instance, as we make finan-
cial plans for the future, we are usually more interested in the inflation rate—which
measures the percentage change in the price level—than we are in the current price
level. If we believe that changes in the money supply cause inflation, then a graph like
panel (b), showing growth rates M1 and M2, measured as percentage changes at an
annual rate, provides more information than does the graph in panel (a).

Panel (a) shows that since 1959, M2 has increased much more rapidly than
has M1. Panel (b) uses quarterly data to show the annual growth rates of M1
and M2 since 1990. M1 has experienced much more instability than has M2.

Note: In panel (b), percentage changes are measured as the compound annual
rate of change using quarterly data.

Source: Federal Reserve Bank of St. Louis.•
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Panel (b) in Figure 2.2 shows that growth rates of M1 and M2 have been signifi-
cantly different over the past 20 years. Overall, the growth rate of M2 had been more
stable than the growth of M1, which soared during the recessions of 1990–1991, 2001,
and 2007–2009, and has also had several periods of being negative. A negative growth
rate means that the money supply measured by M1 actually declined during those
periods. Given the difference in growth rates of M1 and M2, how do the Fed and pri-
vate forecasters decide which measures to use to explain changes in other economic
variables, such as the economy’s total output, the price level, and interest rates? In fact,
which measure of the money supply is best for forecasting remains an open question.
Federal Reserve economists, academic economists, and private forecasters at financial
firms continue to research this question. In later chapters, we examine this research
more carefully.

The Quantity Theory of Money: A First Look at the
Link Between Money and Prices
The connection between increases in the money supply and increases in prices has
been discussed by writers dating back at least as far as the Greek philosopher Aristotle
in the fourth century B.C. During the sixteenth century, the Spanish conquest of
Mexico and Peru resulted in huge quantities of gold and silver being exported to
Europe, where they were minted into coins, greatly increasing the European money
supply. Many writers noted that this increase in the money supply was followed by an
increase in the price level and a corresponding loss of purchasing power, which is the
ability of consumers to use money to acquire goods and services.

Irving Fisher and the Equation of Exchange
In the early twentieth century, Irving Fisher, an economist at Yale University, developed
the quantity theory of money in an attempt to make more explicit the relationship
between the money supply and inflation. Fisher began his analysis by using the
equation of exchange:

MV = PY.

The equation states that the quantity of money, M, multiplied by the velocity of money,
V, equals the price level, P, multiplied by the level of real GDP, Y. Recall that the price
level measures the average level of the prices of goods and services in the economy.
There are several measures of the price level. The measure that is most relevant here is
the GDP deflator, which includes the prices of all goods and services included in GDP.
If we multiply real GDP by the GDP deflator, we get nominal GDP, so the right side of
the equation of exchange equals nominal GDP. Fisher defined the velocity of money—
or, simply, velocity—to be equal to the number of times each dollar in the money sup-
ply is spent on a good or a service that is included in GDP, or:

For example, in 2009, nominal GDP was $14,256 billion and M1 was $1,693 billion, so
velocity in 2009 (using the M1 measure of the money supply) was $14,256 billion/$1,693
billion = 8.4. This result tells us that during 2009, on average each dollar of M1 was spent
8.4 times on goods or services included in GDP.

Because Fisher defined velocity to be equal to PY/M, we know that the equation of
exchange must always hold true. The left side must be equal to the right side. A theory
is a statement about the world that might possibly be false. Therefore, the equation of

V =
PY

M
.

2.5

Learning Objective
Use the quantity theory
of money to analyze
the relationship
between money and
prices in the long run.
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exchange is not a theory. Fisher turned the equation of exchange into the quantity
theory of money, by asserting that velocity is constant. Fisher argued that the average
number of times a dollar is spent depends on how often people get paid, how often
they go shopping, how often businesses send out bills, and other factors that change
only very slowly. Because this assertion may be true or false, the quantity theory of
money is, in fact, a theory.

The Quantity Theory Explanation of Inflation
To investigate the effects of changes in the money supply on inflation, we need to
rewrite the equation of exchange from levels to percentage changes. We can do this by
using a handy mathematical rule that states that an equation where variables are mul-
tiplied together is equal to an equation where the percentage changes of those variables
are added together. So, we can rewrite the quantity equation as:

% Change in M + % Change in V = % Change in P + % Change in Y.

If Irving Fisher was correct that velocity is constant—say, it always equals 8—then
the percentage change in velocity will be zero. Remember that the percentage change
in the price level equals the inflation rate. Taking these two facts into account, we can
rewrite the quantity equation one last time:

Inflation rate = % Change in M - % Change in Y

This relationship gives us a useful way of thinking about the relationship between
money and prices: Provided that velocity is constant, when the quantity of money
increases faster than real GDP, there will be inflation. The greater the percentage
change in the quantity of money, the greater the inflation rate. In the United States, the
long-run rate of growth of real GDP is about 3% per year. So, the quantity theory indi-
cates that if the Federal Reserve allows the money supply to increase at a rate faster
than this, the result will be inflation.

Quantity theory of
money A theory about the
connection between
money and prices that
assumes that the velocity
of money is constant.

Solved Problem 2.5
The Relationship Between Money and Income

Solving the Problem
Step 1 Review the chapter material. This problem is about the relationship between

money growth and income growth, so you may want to review the section
“Irving Fisher and the Equation of Exchange,” which begins on page 37.

Step 2 Explain whether output in an economy can grow without the money supply
also growing. The value of total production is measured by nominal GDP, or
in symbols PY. PY is the right side of the equation of exchange, so for it to
increase, the left side—MV—must also increase. The student is asserting that
nominal GDP cannot increase unless the money supply increases, but the
equation of exchange shows us that nominal GDP could increase with the
money supply remaining constant, provided that V increases. In other words,
the total amount of spending in the economy as represented by nominal GDP

A student makes the following assertion: “It is not pos-
sible for the total value of production to increase unless
the money supply also increases. After all, how can the

value of the goods and services being bought and sold
increase unless there is more money available?” Explain
whether you agree with this assertion.
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How Accurate Are Forecasts of Inflation Based on the Quantity Theory?
Note that the accuracy of the quantity theory depends on whether the key assumption
that velocity is constant is correct. If velocity is not constant, then there may not be a
tight link between increases in the money supply and increases in the price level. For
example, an increase in the quantity of money might be offset by a decline in velocity,
leaving the price level unaffected. Because velocity can move erratically in the short
run, we would not expect the quantity equation to provide good forecasts of inflation
in the short run. Over the long run, however, there is a strong link between changes 
in the money supply and inflation. Panel (a) of Figure 2.3 shows the relationship
between the growth of the M2 measure of the money supply and the inflation rate by
decade in the United States. (We use M2 here because data on M2 are available for a
longer period of time than for M1.) Because of variations in the rate of growth of real
GDP and in velocity, there is not an exact relationship between the growth rate of M2
and the inflation rate. But there is a clear pattern that decades with higher growth rates
in the money supply were also decades with higher inflation rates. In other words,
most of the variation in inflation rates across decades can be explained by variation in
the rates of growth of the money supply.

Panel (b) provides further evidence consistent with the quantity theory by look-
ing at rates of growth of the money supply and rates of inflation across countries for
the decade from 1999 to 2008. Although there is not an exact relationship between
rates of growth of the money supply and rates of inflation across countries, panel (b)
shows that countries where the money supply grew rapidly tended to have high infla-
tion rates, while countries where the money supply grew more slowly tended to have
much lower inflation rates. Not included in panel (b) are data for the African country
of Zimbabwe, which we mentioned at the beginning of the chapter. Over this decade
the money supply in Zimbabwe grew by more than 7,500% per year. The result was an
accelerating rate of inflation that eventually reached 15 billion percent during 2008.
Zimbabwe was suffering from hyperinflation—that is, a rate of inflation that exceeds
100% per year. In the next section, we discuss the problems that hyperinflation can
cause to a nation’s economy.

The Hazards of Hyperinflation
Episodes of hyperinflation are comparatively rare. Some examples are the Confederate
States of America during the last years of the Civil War, Germany during the early
1920s, Argentina during the 1990s, and, as we saw in the chapter opener, Zimbabwe

Hyperinflation A rate of
inflation that exceeds
100% per year.

could increase, even if the total number of dollars remains constant, provided
that the average number of times those dollars are spent—V—increases.

EXTRA CREDIT: Remember the distinction between money and income. As you
learned in your introductory economics course, at the level of the economy as a whole,
total production is equal to total income, or GDP = National income. (Although, tech-
nically, we need to subtract depreciation from GDP to arrive at national income, this
distinction does not matter for most macroeconomic issues.) But the value of GDP or
national income is much greater than the value of the money supply. In the United
States, the value of GDP is typically about eight times as large as the value of the M1
measure of the money supply.

For more practice, do related problem 5.7 on page 50 at the end of this chapter.

The Quantity Theory of Money: A First Look at the Link Between Money and Prices
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Figure 2.3 The Relationship Between Money Growth and Inflation over Time and Around the World

(a) Inflation and money supply growth in the United States,
 1870s–2000s (b) Inflation and money supply growth in 14 countries,

 1999–2008
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Panel (a) shows that, by and large, in the United States the rate of inflation
has been highest during the decades in which the money supply has
increased most rapidly, and the rate of inflation has been lowest during the
decades in which the money supply has increased least rapidly. Panel (b)
shows that for the decade from 1999 to 2008, there is not a tight relationship
between money supply growth and inflation, but in countries such as the
United States, Japan, and Switzerland, both the growth rate of the money
supply and the rate of inflation were low, while countries such as Belarus, the

Congo, and Romania had both high rates of growth of the money supply and
high rates of inflation.
Sources: Panel (a): for 1870s to 1960s, Milton Friedman and Anna J.
Schwartz, Monetary Trends in the United States and United Kingdom: Their
Relation to Income, Prices, and Interest Rates, 1867–1975, Chicago: University
of Chicago Press, 1982, Table 4.8; for the 1970s to 2000s: Federal Reserve
Board of Governors and U.S. Bureau of Economic Analysis; Panel (b): World
Bank.•

during recent years. What happens to a country suffering from hyperinflation? In these
cases of extreme inflation, prices rise so rapidly that a given amount of money can pur-
chase fewer and fewer goods and services each day. When money loses its value so
quickly, households and firms are willing to hold it for only very short periods of time.
Eventually, if prices rise as rapidly as they did in Zimbabwe during 2008, anyone hold-
ing money for even a few hours finds that the money has lost most of its value before
he or she can spend it. In those circumstances, households and firms may refuse to
accept money at all, in which case money no longer functions as a medium of
exchange. When economies don’t use money, the specialization necessary to maintain
high rates of productivity breaks down. For instance, during the German hyperinfla-
tion of the early 1920s, many workers abandoned their jobs because the money firms
paid them lost its value before they had time to spend it. Not surprisingly, economic
activity contracted sharply, and unemployment soared. The resulting economic hard-
ships helped pave the way for the rise of Adolf Hitler and the Nazi Party.

What Causes Hyperinflation?
The quantity theory indicates that hyperinflation is caused by the money supply
increasing far more rapidly than real output of goods and services. Once prices begin
to rise rapidly enough that money loses a significant amount of its value, households
and firms try to hold money for as brief a time as possible. In other words, velocity
begins to rise as money changes hands at a faster and faster rate. In quantity theory
terms, during a hyperinflation, both M and V on the left side of the equation increase
rapidly, which means that because there are limits in the rate at which Y can grow, as a
matter of arithmetic, the inflation rate must soar.
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Although the quantity theory can help us understand the arithmetic of how a
hyperinflation occurs, it doesn’t explain why it occurs. Central banks control the money
supply and, so, have the means to avoid the economic disaster of a hyperinflation. Why,
then, have some central banks occasionally allowed the money supply to increase at very
rapid rates? The answer is that central banks are not always free to act independently of
the rest of the government. The ultimate cause of hyperinflation is usually governments
spending more than they collect in taxes, which results in government budget deficits.
A budget deficit forces the government to borrow the difference between government
spending and tax collections, usually by selling bonds. High-income countries, such as
the United States, Germany, and Canada, can sell government bonds to private investors
because those investors are confident that governments can make the interest payments.
But private investors are often unwilling to buy bonds issued by developing countries,
such as Zimbabwe, because they doubt that those governments will make the payments
due on the bonds.

Governments that can’t sell bonds to private investors will often sell them to their
central banks. In paying for the bonds, the central bank increases the country’s money
supply. This process is called monetizing the government’s debt, or, more casually, fund-
ing government spending by printing money.

Making the Connection

Deutsche Bank During the German Hyperinflation
Banks don’t like inflation. Because banks lend out a lot of money, inflation means bor-
rowers pay back those loans in dollars that have less purchasing power. Particularly if
the rate of inflation turns out to be higher than the bank expected it to be when mak-
ing the loans, inflation will reduce bank profits. During a hyperinflation, the problems
for banks are magnified because any loans will be repaid in money that will have lost
most or all of its value.

One of the most famous hyperinflations occurred in Germany during the early
1920s. In 1918, when Germany lost World War I, the Allies—the United States, Great
Britain, France, and Italy—imposed payments called reparations on the new German
government. After a few years, the German government fell far behind in its repara-
tions payment. In January 1923, the French government sent troops into the German
industrial area known as the Ruhr to try to collect the payments directly. German
workers in the Ruhr went on strike, and the German government decided to support
them by paying their salaries. The government obtained the funds to do so by selling
bonds to the Reichsbank, thereby increasing the money supply.

The resulting increase in the money supply was very large: The total number
of marks—the German currency—in circulation rose from 115 million in January
1922 to 1.3 billion in January 1923 and then to 497 billion billion, or
497,000,000,000,000,000,000, in December 1923. Just as the quantity theory pre-
dicts, the result was a staggeringly high rate of inflation. The German price index
that stood at 100 in 1914 and 1,440 in January 1922 rose to 126,160,000,000,000 in
December 1923. The German mark became worthless. The German government
ended the hyperinflation by (1) negotiating a new agreement with the Allies that
reduced its reparations payments, (2) reducing other government expenditures
and raising taxes to balance its budget, and (3) replacing the existing mark with a
new mark. Each new mark was worth 1 trillion old marks. The German central
bank was also limited to issuing a total of 3.2 billion new marks.

The Quantity Theory of Money: A First Look at the Link Between Money and Prices
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Deutsche Bank was the largest bank in Germany at the time of the hyperinflation,
and it remains the largest today. The hyperinflation put enormous strain on the bank.
Because German currency was losing value so quickly, households and firms wanted
their transactions processed as rapidly as possible. To handle these transactions, the
bank had to increase its employees by six times compared with pre–World War I lev-
els. Households and firms were anxious to borrow money to meet their own soaring
expenses, and they expected to be able to pay back loans using money whose purchas-
ing power had greatly decreased. According to one economic historian, the demand for
loans increased “geometrically from day to day.” Because most of these loans would
have been unprofitable to the bank, the bank’s managers ordered its branches to
sharply reduce the number of loans granted. Eventually, as German currency became
nearly worthless, Deutsche Bank would make loans only to borrowers who would
repay them in either foreign currencies or commodities, such as coal or wheat.

Despite the intense financial strains on the bank, Deutsche Bank emerged from the
hyperinflation in a stronger competitive position in Germany. The bank’s managers
believed that with the value of currency and financial investments rapidly disappearing,
they would be better off acquiring other banks because they would be acquiring land
and buildings that would be likely to retain their value. This turned out to be a shrewd
strategy. When the hyperinflation ended in 1924 and the German economy resumed
growing, the Deutsche Bank was in an excellent position to profit from that growth.

Sources: Thomas Sargent, “The End of Four Big Hyperinflations,” in Rational Expectations and
Inflation, New York: Harper & Row, 1986; and David A. Moss, “The Deutsche Bank,” in Thomas K.
McCraw, Creating Modern Capitalism, Cambridge, MA: Harvard University Press, 1997.

Test your understanding by doing related problems 5.10 and 5.11 on page 50 at
the end of this chapter.

Should Central Banks Be Independent?
In the modern economy, hyperinflations occur primarily in developing countries
when their central banks are forced to create so much money to fund government
spending that the inflation rate soars. But central banks in high-income countries may
also come under political pressure to buy government bonds to help fund government
budget deficits. The more independent a central bank is of the rest of the government,
the more it can resist political pressures to increase the money supply, and the lower
the country’s inflation rate is likely to be.

In a classic study, Alberto Alesina and Lawrence Summers, who were at the time both
economists at Harvard University, tested the link between the degree of independence of
a country’s central bank and the country’s inflation rate for 16 high-income countries
during the years 1955–1988. Figure 2.4 shows the results. Countries with highly inde-
pendent central banks, such as the United States, Switzerland, and Germany, had lower
inflation rates than did countries whose central banks had little independence, such as
New Zealand, Italy, and Spain. In the past few years, New Zealand and Canada have
granted their banks more independence, at least partly to better fight inflation.

So, it appears likely that the independence of the Federal Reserve helps to explain
the relatively low inflation rates in the United States during the past 20 years. But the
actions of the Fed during the 2007–2009 recession led many members of Congress to
argue that the Fed’s independence should be reduced. Some members had been long-
time critics of the Fed and believed that in a democracy, monetary policy should be set
by Congress and the president of the United States and implemented by officials who
must directly answer to the president. Under existing law, the Federal Reserve operates
independently because it is run by the seven-member Board of Governors who serve
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14-year terms and are appointed by the president but cannot be replaced by the pres-
ident or Congress unless they resign or their terms expire. Because the members of the
Board of Governors do not have to run for election, they are not accountable for their
actions to the ultimate authorities in a democracy—the voters. Other members of
Congress objected to the actions of the Fed during the recession because they believed
the actions exceeded the authority granted to the Fed under federal law. Some mem-
bers were particularly concerned that the Fed had brought about increases in the
money supply and bank reserves that threatened higher inflation rates in the future.

During 2010, Congress debated a financial reform bill. Although some early pro-
posals would have significantly curtailed the Fed’s independence, when the Dodd-
Frank Wall Street Reform and Consumer Protection Act was passed in July 2010, the
Fed was actually given enhanced authority. The act gave the Fed additional power to
regulate financial firms other than commercial banks and the Fed was given a key role
on a new Financial Stability Council, which was charged with ensuring that there
would not be another financial crisis of the magnitude of 2007–2009. Passage of the
Dodd-Frank bill, though, seems unlikely to end the debate among policymakers over
whether the Fed’s independence should be reduced.

Figure 2.4

The Relationship 
Between Central Bank
Independence and the
Inflation Rate
For 16 high-income countries, the
greater the degree of central bank
independence, the lower the
inflation rate. Central bank inde-
pendence is measured by an
index ranging from 1 (minimum
independence) to 4 (maximum
independence).

Source: Journal of Money, Credit
and Banking by Alberto Alesina
and Lawrence H. Summers.
Copyright 1991 by Ohio State
University Press (Journals).
Reproduced with permission of
Ohio State University Press via
Copyright Clearance Center.•
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Answering the Key Question
Continued from page 25

At the beginning of this chapter, we asked the question:

“Should a central bank be independent of the rest of the government?”

We have seen that policymakers disagree on the answer to this question. The degree of independ-
ence that a country grants to its central bank is ultimately a political question. We have also seen,
though, that most economists believe that an independent central bank provides a check on inflation.

The Quantity Theory of Money: A First Look at the Link Between Money and Prices

Before moving on to the next chapter, read the An Inside Look at Policy on the next
page for a discussion of how the Federal Reserve in 2010 gained additional regulatory
responsibilities.



Its Independence Was Threatened, but
New Law Grants the Fed New Powers

AN INSIDE LOOK AT POLICY 

WALL STREET JOURNAL

a

b

Fed Gets 
More Power,
Responsibility 
After fending off most challenges

to its independence and winning
new powers to oversee big financial
firms, the Federal Reserve has
emerged from a bruising debate on
the overhaul of U.S. financial rules
as perhaps the pre-eminent regula-
tor in the sector . . .

Just a few months ago . . .
Congress was talking of stripping
the central bank of its supervisory
oversight of banks . . .

Instead, the new law gives the
Fed more power and a better tool
box to help prevent financial crises.
It will become the primary regula-
tor for large, complex financial
firms of all kinds . . .

This isn’t the first time
Congress has expanded the Fed’s
role. After the Great Depression, it
passed the Employment Act in
1946, charging the Fed with avert-
ing the huge unemployment seen
in the 1930s. After the double-
digit inflation of the 1970s, the
Fed was formally given a dual
mandate of promoting both price
stability and maximum sustain-
able employment. In the wake of
the latest financial crisis, the Fed is
effectively being told to add the

maintenance of financial stability
to its responsibilities.

. . . “The bill has good inten-
tions, but I’m worried about its
implementation. If I were the Fed,
I’d be seriously worried about
being left holding the bag,” said
Anil Kashyap, a professor at the
University of Chicago’s Booth
School of Business.

The Fed, of course, still shares
responsibility for overseeing the
financial system with the Federal
Deposit Insurance Corp., the
Securities and Exchange
Commission and other agencies
with which it sits on the new
Financial Stability Council...the
new law requires the Fed to get the
Treasury’s go-ahead before using its
extraordinary authority to lend to
almost anyone. . . .

. . . The central bank will decide
whether the council should vote on
breaking up big companies if they
threaten the stability of the entire
financial system. It also will be able
to force big financial companies—
not just firms legally organized as
banks—to boost their capital and
liquidity. It will have the power to
scrutinize the largest hedge funds.

All this could suck the Fed into
political controversies. A decision
to break up a big bank because of
its size likely would subject the Fed
to conflicting pressures from lob-
byists and politicians. . .

The Fed’s role in the rescue of
AIG and Bear Stearns, and its
acquiescence in letting Lehman
Brothers fail, led the public to
question the Fed’s powers and
prompted Congress to consider
curtailing its powers . . .

In the end, the Fed’s emergency
lending during the 2008 crisis will
face a one-time audit to be pub-
lished by Dec. 2010 and it will be
required—with a two-year lag—to
reveal which banks borrow from its
discount window . . .

“Basically, they ended up win-
ning almost on everything that
counts,” says Laurence Meyer, a for-
mer Fed board governor . . .

. . . the Federal Reserve Board
will get a second vice chair position,
this one responsible for supervision,
to be chosen by the White House. . .

Congress also gave the Fed
responsibility for setting the fees
merchants must pay banks when
customers use their debit cards,
another political hot potato. The
Fed will have nine months to col-
lect data and decide on a ceiling for
such fees that must be “reasonable
and proportional to the cost of
processing those transactions.” . . .

Source: Wall Street Journal, excerpted
from “Fed Gets More Power,
Responsibility” by Luca Di Leo. Copyright
2010 by Dow Jones & Company, Inc.
Reproduced with permission of Dow
Jones & Company, Inc. via Copyright
Clearance Center.

c
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Key Points in the Article
Despite Congressional challenges to its
independence following the financial crisis
and recession of 2007–2009, the Federal
Reserve emerged from the debate
regarding the overhaul of U.S. financial
rules with new powers and responsibili-
ties. The Federal Reserve sits on the new
Financial Stability Council with the
Federal Deposit Insurance Corp. and
other agencies. The Federal Reserve will
now decide whether the council should
vote to break up companies that threaten
the stability of the financial system, will
be able to force companies to increase
their capital and liquidity, and will be able
to scrutinize large hedge funds. The Fed
will be given a second vice chair position
responsible for supervision. Congress also
granted the Fed responsibility for setting
fees firms pay banks when customers use
their debit cards. 

Analyzing the News
After the financial crisis and 
recession of 2007–2009, members

of Congress held hearings to determine
the causes of the crisis and to propose
legislation that would reform the finan-
cial system. The Federal Reserve’s actions
prior to and during the crisis were criti-
cized by some lawmakers and financial
analysts who recommended that the
Fed’s responsibilities be curtailed.
However, the Fed was ultimately granted
new powers and responsibilities. 

After both the Great Depression in 
the 1930s and double-digit inflation

in the 1970s the Fed was given an
expanded role in averting high unem-
ployment and maintaining price stability.
It will now be tasked with maintaining
financial stability.

Many economists believe that the 
independence granted to the Fed is

essential in order for it to conduct mon-
etary policy. This chapter refers to a
study of the economic performance of
16 high-income countries between
1955 and 1988. This study found that

An Inside Look at Policy 45

a

b

c

Central Bank Independence and Economic Performance: 1973–88

Country
Average Inflation 
(1973–88)

Average Real GNP
Growth (1973–88)

New Zealand 12.2 1.5
Spain 12.4 2.0
Italy 12.5 2.4
Australia 9.5 2.8
United Kingdom 6.7 1.6
France 8.2 2.1
Belgium 6.0 1.7
Norway 8.2 3.9
Denmark 8.6 1.9
Sweden 8.3 1.8
Mean 9.3 2.2
Canada 7.2 3.3
Netherlands 4.3 1.7
Japan 4.5 3.7
United States 6.4 2.4
Mean 5.6 2.8
Germany 3.4 1.8
Switzerland 3.1 1.0
Mean 3.3 1.4

Source: Alberto Alesina and Lawrence H. Summers, “Central Bank Independence and
Macroeconomic Performance: Some Comparative Evidence,” Journal of Money, Credit, and
Banking, Vol. 25, May 1993, p. 161.

the greater the rate of central bank
independence, the lower the rate of
inflation. The authors of this study also
reported on the economic performance
of these 16 countries during the period
following the “oil shock” of 1973. The
table above lists the names of the coun-
tries in the order of their central bank
independence; New Zealand ranked the
lowest and Switzerland ranked the
highest. The two countries with greatest
degree of independence, Germany and
Switzerland, had the lowest average
rates of inflation over the 1973–88 peri-
od. The 10 countries that ranked lowest
in terms of central bank independence
had the much higher rates of inflation.
The table also lists the average growth
of real GNP (gross national product) for
the 16 countries from 1973 to 1988. 

THINKING CRITICALLY ABOUT
POLICY
1. The table on this page shows that

the variation in the growth rate of
gross national product (GNP) among
16 high-income countries between
1973 and 1988 was much less than
the variation in their average rates of
inflation. Why would the degree of
central bank independence have lit-
tle impact on the growth rate of a
country’s output?

2. Regarding the Federal Reserve’s new
powers and responsibilities, Anil
Kashyap from the University of
Chicago said “. . . If I were the Fed,
I’d be seriously worried about being
left holding the bag” Explain profes-
sor Kashyap’s concerns.
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CHAPTER SUMMARY AND PROBLEMS

KEY TERMS AND CONCEPTS
Barter, p. 26
Check, p. 32
Commodity money, p. 27
E-money, p. 32
Fiat money, p. 30
Hyperinflation, p. 39
Legal tender, p. 30

M1, p. 34
M2, p. 34
Medium of exchange, p. 28 
Monetary aggregates, p. 33
Money, p. 26
Payments system, p. 31
Quantity theory of money, p. 38

Specialization, p. 28
Standard of deferred payment, p. 29
Store of value, p. 29 
Transactions cost, p. 26 
Unit of account, p. 28 
Wealth, p. 29

Do We Need Money?
Analyze the inefficiencies of a barter system.

SUMMARY
Money is anything that is generally accepted as pay-
ment for goods and services or in the settlement of
debts. In barter economies, where goods and services
are traded directly for each other without the use of
money, transactions costs are high. Barter economies
typically move to reduce transactions costs by using a
commodity money, which is a good used as money
that has value independent of its use as money. Using
money allows people to take advantage of
specialization, which is required for high levels of
productivity.

Review Questions

1.1 What is specialization? How does it improve an
economy’s standard of living?

1.2 What are the costs of a barter system?

1.3 What are transactions costs? How does using
money affect the level of transactions costs in
an economy?

Problems and Applications

1.4 Why might an individual find a $20 Federal
Reserve Note to be more desirable as a form of
money than a $20 gold coin? Which would the
government find more desirable? Briefly explain.

1.5 What are the key differences between using a deer-
skin as money and using a dollar bill as money?

1.6 [Related to the Making the Connection on
page 27] Should the packs of Marlboro ciga-
rettes used to pay taxi drivers in Russia in the
late 1980s be considered money? Briefly explain.
If Marlboro cigarettes are money, are they com-
modity money or fiat money? Briefly explain.

1.7 [Related to the Making the Connection on
page 27] Following the end of World War II in
1945, the Reichsmark, the German currency,
lost so much value that a barter economy arose.
During this period, many Germans used U.S.
cigarettes as currency. Why might cigarettes,
rather than another commodity, have been used
as currency in this situation?

2.1

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

The Key Functions of Money
Discuss the four key functions of money.

SUMMARY
Money provides four key services to households and
firms: (1) It acts as a medium of exchange, (2) it is a
unit of account, (3) it is a store of value, and (4) it
offers a standard of deferred payment. Money, like

other assets, is a component of wealth, which is the 
sum of the value of a person’s assets less the value of the 
person’s liabilities. Money and wealth are distinct from
income, which is equal to a person’s earnings over a
period of time. There are five criteria for an asset to
serve as money: (1) It should be acceptable; (2) it should

2.2

www.myeconlab.com
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Visit www.myeconlab.com to complete these exercises online and get instant feedback.

The Payments System
Explain the role of the payments system.

SUMMARY
The payments system consists of ways to conduct
transactions in the economy. Over time, payments
systems have changed from the simple to the 
complex—beginning with the use of commodity
money, such as gold and silver coins, evolving to the
use of paper currency, then to the use of checks, and
finally to the use of electronic funds and e-money. In
the modern economy, electronic funds transfer 

systems include debit cards, Automated Clearing
House (ACH) transactions, automated teller
machines (ATMs), and e-money.

Review Questions

3.1 What is a payments system? If there were a
decrease in the efficiency of the payments 
system, what would be the cost to the 
economy?

2.3

be of standardized quality; (3) it should be durable;
(4) it should be valuable relative to its weight; and (5) it
should be divisible. Commodity money has value inde-
pendent of its use as money, while fiat money has no
value other when used as money. Fiat money circulates
partly because it is designated by the government as
legal tender but primarily because households and firms
have confidence that it will retain its value.

Review Questions

2.1 What makes a dollar bill money? What makes a
personal check money? What factors, if
changed, would affect your willingness to accept
a dollar bill or a check as money?

2.2 What are the four main functions of money?
Describe each function.

2.3 Is the store-of-value function unique to money? If
not, give some other examples of stores of value.
Must money be a store of value to serve its func-
tion as a medium of exchange? Why or why not?

2.4 What is commodity money? How does it differ
from fiat money?

Problems and Applications

2.5 Suppose that you live in a simple farm economy
where milk is accepted as the primary form of
money. Discuss the difficulties with using milk
as money in regard to:

a. A medium of exchange
b. A unit of account
c. A store of value
d. A standard of deferred payment

2.6 In November 2009, the government of North
Korea announced that it was replacing the exist-
ing currency with a new currency. The govern-
ment would allow people to exchange only a
limited amount of the old currency for the new
currency. An article in the Wall Street Journal
argued that the action amounted to seizing
“most of its citizens’ money and savings.”

a. Why would limiting the amount of old cur-
rency that could be exchanged for new curren-
cy result in the North Korean government’s
having seized its citizens money and savings?

b. How might people in North Korea act to
reduce the impact of this government move?

Source: Evan Ramstad, “North Koreans Protest
Currency Issue,” Wall Street Journal, December 9, 2009.

2.7 Discuss whether your money, wealth, or income
increases in each of the following situations:

a. The value of your house increases.

b. Your boss gives you a 10% raise.

c. You take cash out of the bank and use it to
buy an Apple iPad.

2.8 [Related to the Making the Connection on
page 30] Suppose that Congress changes the
law to require all firms to accept paper currency
in exchange for whatever they are selling.
Briefly discuss who would gain and who would
lose from this legislation.

www.myeconlab.com


SUMMARY
The measures of the money supply used in the United
States today are called monetary aggregates and are
defined by the Federal Reserve System. The Fed col-
lects and publishes data on M1, a narrower measure of
the money supply, and M2, a broader measure of the
money supply. M1 includes currency, traveler’s checks,
and checking account deposits. M2 includes all the
assets that are included in M1, as well as time deposits
with a value of less than $100,000, savings accounts,
money market deposit accounts, and noninstitutional
money market mutual fund shares.

Review Questions

4.1 Are the assets included in M1 more or less liquid
than the assets included in M2? Briefly explain.

4.2 Since the 1960s, which measure of the money
supply has grown more rapidly, M1 or M2?
Briefly explain why this is the case. Has the

48 CHAPTER 2 • Money and the Payments System

Measuring the Money Supply
Explain how the U.S. money supply is measured.

growth of M1 been more or less stable than the
growth rate of M2?

Problems and Applications

4.3 Define liquidity. Rank the following assets in
terms of liquidity, from most to least liquid:
money market mutual fund, savings account,
corporate stock, dollar bill, house, gold bar,
checking account.

4.4 Explain whether each of the following is included
in only M1, only M2, or both M1 and M2:

a. Traveler’s checks

b. Savings deposits

c. Certificates of deposit

d. Checking account deposits

4.5 Suppose you withdraw $1,000 from your
checking account and use the funds to buy a

2.4

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

3.2 Why did governments begin issuing paper
currency? Why was paper currency needed?

3.3 Is the United States likely to become a “cashless
society”? Briefly explain.

Problems and Applications

3.4 Suppose that an economy in 10000 B.C. used a
rare stone as its money. Suppose also that the
number of stones declined over time as stones
were accidentally destroyed or used as weapons.
What probably happened to the value of the
stones over time? What would the consequences
likely have been if someone had discovered a
large quantity of new stones?

3.5 One historian has given the following descrip-
tion of the economy of the Roman Empire in
the third century under the emperor Diocletian:

The coinage had become so debased as to be
virtually worthless. Diocletian’s attempt to reis-
sue good gold and silver coins failed because
there simply was not enough gold and silver
available to restore confidence in the currency.
. . . Diocletian finally accepted the ruin of the

money economy and revised the tax system so
that it was based on payments in kind. The
soldiers too came to be paid in kind.

a. What does it mean to say that the coinage
had become debased?

b. Why would government officials need to
restore confidence in the coins before people
would use them as money?

c. What does it mean for payments to be made
“in kind”? How might moving from a system
of payments being made in gold and silver
coins to a system of payments being made in
kind affect the economy of the empire?

Source: Reprinted with permission from Professor
Ralph Mathisen.

3.6 Suppose that debit cards, ATMs, ACH transac-
tions, and other forms of electronic funds
transfers did not exist. How would this 
change the way you shop and pay bills? How
would transactions costs in the economy 
be affected?

www.myeconlab.com
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certificate of deposit at your bank. How will
these actions affect M1 and M2?

4.6 Why aren’t credit cards included in M1 or M2?

4.7 In a report published in 2009, investment ana-
lyst Ned Davis referred to gold as “real money.”
Is gold used as money in the United States?
What point was Davis making?

Source: E. S. Browning, “Adjusted for Inflation, Bad Run
Looks Worse,” Wall Street Journal, December 27, 2009.

4.8 Why might households and firms in a foreign
country prefer to use U.S. dollars rather than
their own country’s currency in making
transactions? What advantages or disadvantages

do foreign governments experience because of
the U.S. dollar being used rather than the
domestic currency?

4.9 [Related to the Making the Connection on
page 35] Explain whether you agree with the
following statement:

The Federal Reserve believes that two-thirds of
the currency included in M1 is actually out-
side the United States. If this is correct, then
M1 should be redefined to exclude that part of
currency that is outside the United States.
Otherwise, M1 provides a misleading measure
of the amount of money available to be spent
on goods and services in the United States.

The Quantity Theory of Money: A First Look at the Link 
Between Money and Prices
Use the quantity theory of money to analyze the relationship 
between money and prices in the long run.

SUMMARY
History shows us that increases in the money supply
tend to be followed by increases in the price level and
a corresponding loss of purchasing power. In the early
twentieth century, Irving Fisher developed the
quantity theory of money. He began with the equa-
tion of exchange: MV = PY, where M is the quantity of
money; V is velocity, or the average number of times
each dollar is spent on a good or service that is includ-
ed in GDP; P is the price level; and Y is real GDP.
Fisher turned the equation of exchange into the quan-
tity theory of money by asserting that velocity is con-
stant. The quantity equation can be restated as:

% Change in M + % Change in V 
= % Change in P + % Change in Y,

or,

Inflation rate = % Change in M - % Change in Y.

The quantity theory of money predicts that in the
long run, increases in the quantity of money that
exceed increases in real GDP will result in inflation.
The relationship between increases in the money
supply and inflation in the United States in the long
run and the relationship between increases in the
money supply and inflation across countries seem to

be consistent with the quantity theory. Countries
such as Zimbabwe that have experienced a very high
rate of growth in their money supply have also 
experienced hyperinflation—inflation that exceeds
100% per year.

Review Questions

5.1 What is the equation of exchange? Is the equa-
tion of exchange a theory? Briefly explain.

5.2 What is the quantity theory of money? What
does the quantity theory indicate is the cause of
inflation?

5.3 What is purchasing power? How is it affected by
inflation?

5.4 What is a hyperinflation? What is the cause of
hyperinflation?

5.5 Briefly discuss the pros and cons of a central
bank being independent of the rest of the 
government.

Problems and Applications

5.6 If during 2012 the money supply increases by
4%, the inflation rate is 2%, and the growth of
real GDP is 3%, what must have happened to
the value of velocity during 2012?

2.5

Chapter Summary and Problems

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

www.myeconlab.com
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5.7 [Related to Solved Problem 2.5 on page 38]
A student makes the following statement: “If the
money supply in a country increases, then the
level of total production in that country must
also increase.” Briefly explain whether you agree
with this statement.

5.8 During the late nineteenth century, the United
States experienced a period of sustained
deflation, or a falling price level. Explain in terms
of the quantity theory of money how a deflation
is possible. Is it necessary for the quantity of
money to decline for deflation to occur?

5.9 How does a high rate of inflation affect the
value of money? How does it affect the useful-
ness of money as a medium of exchange?

5.10 [Related to the Making the Connection on
page 41] When the German government suc-
ceeded in putting an end to the hyperinflation
in 1924, would this have been better news for
borrowers or for lenders? Briefly explain.

5.11 [Related to the Making the Connection on
page 41] In 1919, the British economist John
Maynard Keynes wrote the well-known book
The Economic Consequences of the Peace, in
which he argued that the reparations for World
War I that Germany was being forced to pay to
the United States, France, Italy, and the United
Kingdom would have devastating consequences:
“But who can say how much is endurable, or in
what direction men will seek at last to escape
from their misfortunes?” What is the connection
between the war reparations that Germany was
forced to pay and the later hyperinflation? Why
might a hyperinflation lead to political unrest?

Source: John Maynard Keynes, The Economic
Consequences of the Peace, New York: Harcourt, Brace
and Howe, 1920, p. 251.

5.12 [Related to the Chapter Opener on page 25]
In 2009, Zimbabwe ended its hyperinflation by
adopting the U.S. dollar as legal tender. What
potential problems could this strategy have for
the Zimbabwean government?

5.13 What does the statistical evidence show about
the link between the growth rate of the money
supply and the inflation rate in the long run? Is
the link between the growth rate of the money
supply and the inflation rate stronger in the
short run or in the long run?

5.14 In late 2009, Federal Reserve Chairman Ben
Bernanke wrote the following in a column pub-
lished in the Washington Post:

[Proposals in Congress to reduce the inde-
pendence of the Fed] are very much out of
step with the global consensus on the appro-
priate role of central banks, and they would
seriously impair the prospects for economic
and financial stability in the United States. . . .
Our ability to take [monetary policy] actions
without engendering sharp increases in 
inflation depends heavily on our credibility
and independence from short-term political
pressures.

Why would reducing the independence of the
Fed “impair the prospects for economic and
financial stability in the United States”? What
does Bernanke mean by “short-term political
pressures”? Why would the Fed’s not being
independent of short-term political pressures
lead to “sharp increases in inflation”?

Source: Ben Bernanke, “The Right Reform for the
Fed,” Washington Post, November 29, 2009.

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

DATA EXERCISES

D2.1: Go to the St. Louis Fed’s data site (http://
research.stlouisfed.org/fred2/) and graph both
the rate of change of M2 from the category
“Monetary Aggregates” and the rate of change
of the CPI from the category “Consumer Price
Indexes (CPI).” Does there appear to be a rela-
tionship between the two variables? 

D2.2: The World Bank (worldbank.org) keeps data on
all countries that can be accessed using their
quick query tool. Go to the World Bank’s quick
query data tool and select Zimbabwe and then
inflation. Graph Zimbabwe’s inflation rate.
What policies led to this inflation rate? 

www.myeconlab.com
http://research.stlouisfed.org/fred2/
http://research.stlouisfed.org/fred2/
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3.1 Explain how the interest rate links present
value with future value (pages 52–59)

3.2 Distinguish among different debt instru-
ments and understand how their prices are
determined (pages 59–62)

3.3 Explain the relationship between the yield
to maturity on a bond and its price (pages
62–66)

3.4 Understand the inverse relationship
between bond prices and bond yields
(pages 67–72)

3.5 Explain the difference between interest
rates and rates of return (pages 72–74)

3.6 Explain the difference between nominal
interest rates and real interest rates 
(pages 74–77)

BANKS IN TROUBLE

Beginning in 2008 and lasting into 2010, the banking
system in the United States was in serious trouble.
Bank failures increased, and many banks, including
some of the largest banks in the country, survived only
after the federal government took the unprecedented
step in the fall of 2008 of spending more than $250
billion to buy part ownership in them. What was the

matter with the banking system? As we saw in Chapter 1,
commercial banks take in deposits and invest the
funds in loans and securities. If the value of a bank’s
investments drops below the value owed to depositors,
the bank is insolvent and has to merge with a finan-
cially healthier bank, voluntarily close, or be closed by
federal regulators. During the financial crisis, the

Key Issue and Question

At the end of Chapter 1, we noted that the financial crisis that began in 2007 raised a series of
important questions about the financial system. In answering these questions, we will discuss
essential aspects of the financial system. Here are the key issue and key question for this chapter:

Issue: During the financial crisis, soaring interest rates on assets such as mortgage-backed securities
caused their prices to plummet.

Question: Why do interest rates and the prices of financial securities move in opposite directions?

Answered on page 77

Continued on next page
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In this chapter, we will begin exploring bonds and similar securities. Bonds play an
important role in the financial system. Understanding bonds can help us understand
not just the calamity that overtook the banking system during 2008 and 2009 but also
a key mechanism by which funds move from savers to borrowers. To understand
bonds, we first need to understand interest rates. In fact, a solid understanding of
interest rates is necessary in order to make sense of nearly every issue involving the
financial system.

The Interest Rate, Present Value, and Future Value
During the Middle Ages in Europe, governments often banned lenders from charging
interest on loans, partly because some people interpreted the Bible as prohibiting the
practice and partly because most people believed that anyone with funds to spare
should be willing to lend them to poorer friends and neighbors to purchase basic
necessities without charging interest on the loan. In modern economies, households
and firms usually borrow money to finance spending that has little to do with basic
necessities. Perhaps as a result, charging interest on loans is no longer banned in most
countries. Today, economists consider the interest rate to be the cost of credit.

Why Do Lenders Charge Interest on Loans?
If apple growers charged a zero price for apples, very few apples would be supplied.
Similarly, if lenders, who are suppliers of credit, didn’t charge interest on loans, there
would be very little credit supplied. Recall from your introductory economics course
the important idea of opportunity cost, which is the value of what you have to give up
to engage in an activity. Just as the price of apples has to cover the opportunity cost of
supplying apples, the interest rate has to cover the opportunity cost of supplying credit.

Consider the following situation: You make a $1,000 loan to a friend who promis-
es to pay back the money in one year. There are three key facts you need to take into
account when deciding how much interest to charge him: (1) By the time your friend
pays you back, prices are likely to have risen, so you will be able to buy fewer goods and
services than you could have if you had spent the money rather than lending it; (2)
your friend might not pay you back; in other words, he might default on the loan; and
(3) during the period of the loan, your friend has use of your money, and you don’t. If
he uses the money to buy a computer, he gets the use of the computer for a year, while

number of insolvent banks increased sharply, and the
number of banks on the edge of insolvency increased
even more sharply. By March 2009, even mighty Bank
of America, the largest bank in the United States, saw
the price of its stock plummet by 94% from 18 months
earlier because many investors believed that the bank
was near insolvency and likely to fail.

Why had the investments of so many banks
declined in value? As we noted in Chapter 1, the 
collapse of the housing boom meant that by 2007,
increasing numbers of homeowners had stopped mak-
ing payments on their mortgage loans. Banks that held
these loans saw their value drop. More importantly,

many of these loans had been securitized, meaning
that they had been turned into mortgage-backed 
securities that were similar to bonds. Banks had pur-
chased many of these mortgage-backed securities,
believing them to be safe investments that paid inter-
est rates that were higher than the banks could earn
on alternative investments. Unfortunately, the prices of
these mortgage-backed securities declined by 50% or
more during 2008 and 2009. Banks had badly mis-
judged both the default risk and the interest-rate risk
on these bonds.

AN INSIDE LOOK AT POLICY on page 78 discusses
the performance of the bond market through 2010.

Source: Jason Zweig, “Inefficient Markets Are Still Hard to Beat,” Wall Street Journal, January 9, 2010.

3.1

Learning Objective
Explain how the
interest rate links
present value with
future value.
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you wait for him to pay you back. In other words, lending your money involves the
opportunity cost of not being able to spend it on goods and services today.

So, we can think of the interest you charge on the loan as being the result of:

● Compensation for inflation
● Compensation for default risk—the chance that the borrower will not pay back

the loan
● Compensation for the opportunity cost of waiting to spend your money

Notice two things about this list. First, even if lenders are convinced that there will
be no inflation during the period of the loan and even if they believe there is no chance
the borrower will default, lenders will still charge interest to compensate them for wait-
ing for their money to be paid back. Second, these three factors vary from person to
person and from loan to loan. For instance, during periods when lenders believe that
inflation will be high, they will charge more interest. Lenders will also charge more
interest to borrowers who seem more likely to default. The reward lenders require for
waiting to be repaid can also vary across time and across lenders.

Most Financial Transactions Involve Payments in the Future
We are all familiar with interest rates that are charged on car loans or school loans, and
interest rates paid on assets such as certificates of deposit in banks. Actually, the inter-
est rate is important to all aspects of the financial system because of the following key
fact: Most financial transactions involve payments in the future. When you take out a car
loan, you promise to make payments every month until the loan is paid off. When you
buy a bond issued by General Electric, General Electric promises to pay you interest
every year until the bond matures. We could go on to list many other similar financial
transactions that also involve future payments. The fact that financial transactions
involve payments in the future causes a problem: How is it possible to compare differ-
ent transactions? For instance, suppose that you need to borrow $15,000 from your
bank to buy a car. Consider two loans:

● Loan A, which requires you to pay $366.19 per month for 48 months
● Loan B, which requires you to pay $318.71 per month for 60 months

Which loan would you prefer? The interest rate provides a means of answering ques-
tions like this because it provides a link between the financial present and the financial
future. In this case, even though Loan A has a higher monthly payment, it has a lower
interest rate: The interest rate on Loan A is 8%, while the interest rate on Loan B is
10%. While the interest rate is not the only factor to consider when evaluating a loan,
it is an important factor.

To explore further how the interest rate provides a link between the financial present
and the financial future and to understand how to calculate interest rates, like those on
Loan A and Loan B, we need to consider two key ideas: compounding and discounting.

Compounding and Discounting
Consider an example of compounding. Suppose that you deposit $1,000 in a bank cer-
tificate of deposit (CD) that pays an interest rate of 5%. What will be the future value
of this investment? Future value refers to the value at some future time of an invest-
ment made today. In one year, you will receive back your $1,000 principal—which is
the amount invested (or borrowed)—and 5% interest on your $1,000, or:

$1,000 + ($1,000 * 0.05) = $1,050.

Future value The value at
some future time of an
investment made today.
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We can rewrite this compactly as:

If:

i = the interest rate
Principal = the amount of your investment (your original $1,000)
FV = the future value (what your $1,000 will have grown to in one year)

then we can rewrite the expression as:

(Note that we add the subscript 1 to FV1 to indicate that we are looking at the future
value after one year.) This is an important relationship: It states that we can calculate a
future value in one year by multiplying the principal invested by 1 plus the interest rate.

Compounding for More Than One Period Suppose that at the end of one year, you
decide to reinvest in—or roll over—your CD for another year. If you reinvest your
$1,050 for a second year, you will not only receive interest on your original investment
of $1,000, you will also receive interest on the $50 in interest you earned the first year.
Economists refer to the process of earning interest on interest as savings accumulate
over time as compounding. Compound interest is an important component of the total
amount you earn on any investment.

We can calculate the future value after two years of your initial investment:

[Amount You Earned After One Year] * (Compounding During the 
Second Year) = Future Value after Two Years 

We can write this expression more compactly as:

or, in symbols, as:

We could continue to compound your initial $1,000 investment for as many years
as you choose to roll over your CD. For instance, if you rolled it over for a third year at
the same interest rate, at the end of the third year, you would have:

.

Note that the exponent on the compounding factor—(1 + 0.05)—equals the number
of years over which the compounding takes place.

It’s useful to generalize our result: If you invest $1,000 for n years, where n can be
any number of years, at an interest rate of 5%, then at the end of n years, you will have:

or, in symbols:

Principal * (1 + i)n = FVn.

$1,000 * (1 + 0.05)n,

$1,000 * (1 + 0.05) * (1 + 0.05) * (1 + 0.05) = $1,000 * (1 + 0.05)3 = 1,157.63

Principal * (1 + 0.05)2 = FV2.

$1,000 * (1 + 0.05)2 = $1,102.50,

[$1,000 * (1 + 0.05)] * (1 + 0.05) = $1,102.50.

Principal * (1 + i) = FV1.

$1,000 * (1 + 0.05) = $1,050.

Compounding The
process of earning interest
on interest as savings accu-
mulate over time.
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Solved Problem 3.1A
Comparing Investments

Suppose you are considering investing $1,000 in one of
the following bank CDs:

● First CD, which will pay an interest rate of 4% per
year for three years

● Second CD, which will pay an interest rate of 10%
the first year, 1% the second year, and 1% the third
year

Which CD should you choose?

Solving the Problem
Step 1 Review the chapter material. This problem is about compound interest, so

you may want to review the section “Compounding for More Than One
Period” on page 54.

Step 2 Calculate the future value of your investment with the first CD. Because
the interest rate is the same each year for the first CD, the future value in
three years will be equal to the present value of $1,000, which is the amount
of your principal, multiplied by 1 plus the interest rate raised to the third
power, or:

Step 3 Calculate the future value of your investment with the second CD and
decide which CD you should choose. For the second CD, the interest rate is
not the same each year. So, you need to use a different compounding factor for
each year:

You should choose the investment with the highest future value, so you should
choose the first CD.

EXTRA CREDIT Note that the average interest rate received across the three years is
4% for both CDs. When asked to guess the answer to this problem without first
doing the calculations, many students choose the second CD. They reason that the
high 10% interest rate received in the first year means that even though the interest
rates in the second and third years are low, the second CD will end up with the high-
er future value. As the table below shows, although the first CD starts out well behind
after the first year, it finishes the third year with the higher value. This example illus-
trates the sometimes surprising results of compounding.

$1,000 * (1 + 0.10) * (1 + 0.01) * (1 + 0.01) = $1,122.11.

$1,000 * (1 +  0 .04)3 = $1,124.86.

First CD Second CD

After 1 year $1,040.00 $1,100.00
After 2 years 1,081.60 1,111.00
After 3 years 1,124.86 1,122.11

For more practice, do related problems 1.8, 1.9, and 1.10 on page 81 at the end of
this chapter.

The Interest Rate, Present Value, and Future Value
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An Example of Discounting We have just used the interest rate to link the financial
future with the financial present by starting with a dollar amount in the present and see-
ing what the amount will grow to in the future as a result of compounding. We can reverse
the process and use the interest rate to calculate the present value of funds to be received
in the future. The present value is the value today of funds to be received in the future. A
key point is this: Funds in the future are worth less than funds in the present, so funds in the
future have to be reduced, or discounted, to find their present value. Economists refer to the
way that the value of a payment changes depending on when the payment is received as
the time value of money. Why are funds in the future worth less than funds in the pres-
ent? For the same three reasons that lenders charge interest on loans, as we noted earlier:
(1) Dollars in the future will usually buy less than dollars can today; (2) dollars that are
promised to be paid in the future may not actually be received; and (3) there is an oppor-
tunity cost in waiting to receive a payment because you cannot get the benefits of the
goods and services you could have bought if you had the money today.

To calculate present value, we need to discount the value of funds we will not
receive until the future. To carry out this discounting, we reverse the compounding
process we just discussed. In our example, you were willing to part with your $1,000
for one year (by buying a one-year CD), provided that you received $1,050 after one
year. In other words, $1,000 in present value was the equivalent of $1,050 in future
value to be received in one year. We could reverse the story and ask: How much would
you be willing to pay the bank today if it promised to pay you $1,050 in one year? The
answer, of course, is $1,000. Looked at this way, for you, $1,050 to be received in one
year has a present value of $1,000. From this perspective, compounding and discount-
ing are equivalent processes. We can summarize this result (where PV = present value):

Compounding:

Discounting:

Note that while (1 + i) is the compounding factor, which we use to calculate the future
value of money we invest today, 1/(1 + i) is the discount factor, which we use to calcu-
late the present value of money to be received in the future.

We can generalize this result for any number of periods:

Compounding:

Discounting:

Some Important Points About Discounting We will use the idea of discounting
future payments many times in this book, so it is important to understand the follow-
ing four important points:

1. Present value is sometimes referred to as “present discounted value.” This terminolo-
gy emphasizes the fact that in converting dollars received in the future into their
equivalent value in dollars today, we are discounting, or reducing, the value of the
future dollars.

2. The further in the future a payment is to be received, the smaller its present value. We
can see that this point is true by examining the discounting formula:

The larger the value of n, the larger the value of the denominator in the fraction
and the smaller the present value.

PV = FV/(1 + i)n.

PV =
FVn

(1 + i)n

PV * (1 + i)n = FVn

 $1,000 =
$1,050

(1 + 0.05)
 ; or PV =

FV1

(1 + i)

$1,000 * (1 + 0.05) = $1,050; or PV * (1 + i) = FV1

Time value of money
The way that the value of a
payment changes depend-
ing on when the payment
is received.

Present value The value
today of funds that will be
received in the future.

Discounting The process
of finding the present value
of funds that will be
received in the future.
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3. The higher the interest rate used to discount future payments, the smaller the present
value of the payments. Once again, we can see that this point is true by examining
the discounting formula:

Because the interest rate appears in the denominator of the fraction, the larger the
interest rate, the smaller the present value. Economically, if you require a higher
interest rate before you are willing to lend your money, you are saying that a larger
number of dollars in the future is worth as much to you as a dollar today. That is
the equivalent of saying that each dollar in the future is worth less to you today than
if the interest rate were lower.

We can illustrate the second and third points by using Table 3.1. The rows in the
table show that for any given interest rate, the further in the future a payment is
received, the smaller its present value. For example, at an interest rate of 5%, a $1,000
payment you receive in one year has a present value of $952.38, but the present value
drops to only $231.38 if you receive the payment in 30 years. The columns show that
for any given number of years in the future you will receive a payment, the higher the
interest rate is, the smaller the payment’s present value will be. For example, a $1,000
payment you receive in 15 years has a present value of $861.35 when discounted at an
interest rate of 1%, but the payment is worth only $64.91 when discounted at an
interest rate of 20%. Note that a $1,000 payment you will receive in 30 years has 
a present value of only $4.21 when discounted at an interest rate of 20%.

PV = FV/(1 + i)n.

Solved Problem 3.1B
Valuing a Contract

You can use the principle of discounting to value any
agreement that involves a series of future payments.
For example, professional athletes often sign contracts
that involve receiving payments from sports teams over
a period of years. Jason Bay played the 2009 baseball
season with the Boston Red Sox. At the end of the 

season, he became a free agent, so he could sign a new
contract with any team. The Red Sox offered him a
contract that would have paid him $15 million per year
for four years. In the end, Bay decided to sign a four-year
contract with the New York Mets that would pay him a
total of $66 million. According to sportswriter Buster

The Interest Rate, Present Value, and Future Value

Table 3.1 Time, the Interest Rate, and the Present Value of a Payment

Present Value of a $1,000 payment to be received in . . . 

Interest Rate 1 Year 5 Years 15 Years 30 Years

1% $990.10 $951.47 $861.35 $741.92

2% 980.39 905.73 743.01 552.07
5% 952.38 783.53 481.02 231.38

10% 909.09 620.92 239.39 57.31

20% 833.33 401.88 64.91 4.21

4. The present value of a series of future payment is simply the sum of the discounted
value of each individual payment. For example, what would the promise to pay you
$1,000 in one year and another $1,000 in five years be worth to you? If we assume
an interest rate of 10%, Table 3.1 shows that the present value of the payment you
will receive in one year is $909.09 and the present value of the payment you will
receive in five year is $620.92. So, the present value of the promise to make both
these payments is equal to $909.09 + $620.92 = $1,530.01.
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Solving the Problem
Step 1 Review the chapter material. This problem is about discounting future pay-

ments, so you may want to review the section “Some Important Points About
Discounting,” which begins on page 56.

Step 2 Explain what Olney means by “backloaded” and “true value.” By “back-
loaded,” Olney presumably means that the contract the Mets offered Jason Bay
would pay him lower salaries in the first years of the contract and higher
salaries in the later years. By “true value,” Olney is probably referring to the
present value of the contract.

Step 3 Explain how backloading affects the value of the contract. Several sports-
writers reported that Jason Bay’s contract with the Mets will pay him $66 mil-
lion over four years. This would appear to be more than the $60 million 
(4 years at $15 million per year) contract the Red Sox offered him. Although
he doesn’t provide the details, Buster Olney is arguing that the present value
of the Mets contract is roughly the same as the present value of the Red Sox
contract because the Mets will pay Bay lower salaries at the beginning of the
contract and higher salaries at the end of the contract. We know that the pres-
ent value of payments is lower the further away in time those payments are
made. So, if the Mets contract pays Bay most of the $66 million in the third
and fourth years of the contract, it could have a present value similar to the
Red Sox contract that paid $60 million spread out as four annual $15 million
payments.

EXTRA CREDIT: We can work out a numerical example to show that Buster Olney
could be correct. If we assume an interest rate of 10%, the present value of the Red Sox
contract is equal to the sum of the present values of the salaries Bay will receive in each
of the four years:

Suppose that the Mets contract distributes the $66 million total this way: $2 million in
the first year, $3 million in the second year, $21 million in the third year, and 
$40 million in the fourth year. In that case, the present value of the Mets contract
would be slightly lower than the present value of the Red Sox contract:

Notice, though, that at an interest rate of 10% the Mets contract would have to be very
heavily backloaded to have a present value similar to the Red Sox contract.

For more practice, do related problems 1.11 and 1.12 on page 81 at the end of this chapter.

$2,000,000

(1 + 0.10)
+

$3,000,000

(1 + 0.10)2 +
$21,000,000

(1 + 0.10)3 +
$40,000,000

(1 + 0.10)4 = $47,395,670.

$15,000,000

(1 + 0.10)
+

$15,000,000

(1 + 0.10)2 +
$15,000,000

(1 + 0.10)3 +
$15,000,000

(1 + 0.10)4 = $47,547,982.

Olney: “The Mets offer to Jason Bay is heavily back-
loaded, to the point that the true value of the four-year
[contract] falls to within the range of the offer he
turned down from the Red Sox.” What does Olney

mean by the payments in the Mets’ contract being
“backloaded”? What does he mean by the “true value”
of the contract? How would backloading the payments
affect the true value of the contract?

Source: Buster Olney, “Trading A-Gon a Matter of Timing,” espn.com, December 17, 2009.
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A Brief Word on Notation This book will always enter interest rates in numerical cal-
culations as decimals. For instance, 5% will be 0.05, not 5. Failing to follow this rule
will, obviously, result in your calculations being inaccurate—it makes a big difference
whether you multiply (or divide) by 0.05 or by 5! This caution is so important that we
gave it its own little section.

Discounting and the Prices of Financial Assets
Most financial assets, such as loans, stocks, and bonds, are basically promises by the
borrower to make certain payments to the lender in the future. Discounting lets us
compare the values of different financial assets by giving us a means of determining the
present value of payments to be received at different times in the future. In particular,
discounting gives us a way of determining the prices of financial assets. To see this
point, think about why an investor would want to buy a financial asset, such as a stock
or a bond. Presumably, investors buy financial assets to receive payments from the sell-
ers of the assets. What are those payments worth to the buyer? The payments are worth
their present value. By adding up the present values of all the payments, we have the
dollar amount that a buyer will pay for the asset. In other words, we have determined
the asset’s price.

Debt Instruments and Their Prices
Our conclusion at the end of the last section is a key fact about the financial system, so
it is worth restating: The price of a financial asset is equal to the present value of the pay-
ments to be received from owning it. We can apply this key fact to an important class of
financial assets called debt instruments. Debt instruments (also called credit market
instruments or fixed-income assets) include loans granted by banks and bonds issued
by corporations and governments. Stocks are not debt instruments because stocks are
equities that represent part ownership in the firms that issue them. Debt instruments
can vary in their terms, but they are all IOUs, or promises by the borrower both to pay
interest and repay principal to the lender. Debt instruments take different forms
because lenders and borrowers have different needs.

Loans, Bonds, and the Timing of Payments
There are four basic categories of debt instruments:

1. Simple loans
2. Discount bonds
3. Coupon bonds
4. Fixed-payment loans

We can use these four categories to identify the variations in the timing of payments
that borrowers make to lenders. We know that variations in the timing of payments
will affect the present values and, therefore, the prices of the debt instruments. In addi-
tion to describing each type of debt instrument, we represent the payments on a loan
or bond on a timeline to make it easier to measure the inflows and outflows of funds.

Simple Loan With a simple loan, the borrower receives from the lender an amount
of funds called the principal and agrees to repay the lender the principal plus interest
on a specific date when the loan matures. The most common simple loan is a short-
term business loan—referred to as a commercial and industrial loan—from a bank. For
example, suppose that the Bank of America makes a one-year simple loan of $10,000
at an interest rate of 10% to Nate’s Nurseries. We can illustrate this transaction on a
time line to show the payment of interest and principal by the borrower to the lender.

3.2

Learning Objective
Distinguish among
different debt
instruments and
understand how their
prices are determined.

Debt instruments (also
known as credit market
instruments or fixed-
income assets) Methods
of financing debt, including
simple loans, discount
bonds, coupon bonds, and
fixed payment loans.

Equity A claim to part
ownership of a firm;
common stock issued by a
corporation.

Simple loan A debt instru-
ment in which the borrower
receives from the lender an
amount called the principal
and agrees to repay the
lender the principal plus
interest on a specific date
when the loan matures.
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After one year, Nate’s would repay the principal plus interest: $10,000 + ($10,000 ×
0.10), or $11,000. On a timeline, the lender views the transaction as follows:

Discount Bond As with a simple loan, a borrower also repays a discount bond in a
single payment. In this case, however, the borrower pays the lender an amount called
the face value (or par value) at maturity but receives less than the face value initially.
The interest paid on the loan is the difference between the amount repaid and the
amount borrowed. Suppose that Nate’s Nurseries issues a one-year discount bond and
receives $9,091, repaying the $10,000 face value to the buyer of the bond after one year.
So, the timeline for Nate’s Nurseries discount bond is:

The lender receives interest of $10,000 - $9,091 = $909 for the year. Therefore, the
interest rate is $909/$9,091 = 0.10, or 10%. The most common types of discount bonds
are U.S. savings bonds, U.S. Treasury bills, and zero-coupon bonds.

Coupon Bonds Although they share the word “bond,” coupon bonds are quite differ-
ent from discount bonds. Borrowers issuing coupon bonds make interest payments
in the form of coupons at regular intervals, typically semiannually or annually, and
repay the face value at maturity. The U.S. Treasury, state and local governments, and
large corporations all issue coupon bonds. Because of their importance in the finan-
cial system, you should be familiar with the following terminology involved with
coupon bonds:

● Face value, or par value. The face value, or par value, is the amount to be repaid by
the bond issuer (the borrower) at maturity. The face value of the typical coupon
bond is $1,000.

● Coupon. The coupon is the annual fixed dollar amount of interest paid by the
issuer of the bond to the buyer.

● Coupon rate. The coupon rate is the value of the coupon expressed as a percentage
of the par value of the bond. For example, if a bond has an annual coupon of $50
and a face value of $1,000, its coupon rate is $50/$1,000 = 0.05, or 5%.

Year

Borrower repays
$10,000

Borrower receives
$9,091 from

discount bond

$

1
$

0

Year

Nate’s repays
Bank of America $11,000

Nate’s receives
$10,000 loan

from Bank of America

$

0
$

1

Coupon bond A debt
instrument that requires
multiple payments of inter-
est on a regular basis, such
as semiannually or annual-
ly, and a payment of the
face value at maturity.

Discount bond A debt
instrument in which the
borrower repays the
amount of the loan in a
single payment at maturity
but receives less than the
face value of the bond
initially.
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● Current yield. As we will see later in this chapter, after a coupon bond has been
issued, it will often be resold many times in financial markets. As a result of this
buying and selling, the bond’s price may on a particular day be higher or lower
than its $1,000 face value. The current yield is the value of the coupon expressed as
a percentage of the current price of the bond. For example, if a bond has a coupon
of $50, a par value of $1,000, and a current price of $900, its current yield is
$50/$900 = 0.056, or 5.6%.

● Maturity. The maturity is the length of time before the bond expires and the issuer
makes the face value payment to the buyer. Many government and corporate bonds
have maturities of 30 years, which means the issuer will make coupon payments
each year for 30 years before making one last payment of the face value at the end
of the thirtieth year. For example, if IBM issued a $1,000 30-year bond with a
coupon rate of 10%, it would pay $100 per year for 30 years and a final payment of
$1,000 at the end of 30 years. The timeline on the IBM coupon bond is:

Fixed-Payment Loan With a fixed-payment loan, the borrower makes periodic pay-
ments (monthly, quarterly, or annually) to the lender. The payments are of equal
amounts and include both interest and principal. Therefore, at maturity, the borrower
has completely repaid the loan, and there is no lump-sum payment of principal.
Common fixed-payment loans are home mortgages, student loans, and car loans. For
example, if you are repaying a $10,000 10-year student loan with a 9% interest rate,
your monthly payment is approximately $127. The time line of payments is:

Fixed-payment loans are popular with households because as long as the house-
hold makes all the payments, the loan is completely paid off, so there is no large final
payment to worry about, as with a simple loan. Fixed-payment loans also have the
benefit to lenders that borrowers repay some principal with each loan payment, which
reduces the chances of a borrower defaulting on the entire amount of the principal.

Although most debt instruments fall into these four categories, the changing needs
of savers and borrowers have spurred the creation of new instruments having charac-
teristics of more than one category.

Month

You
receive a

$10,000 loan

$127

$

0

$127 $127

$

1
$

2
$

3
$

119
$

120

$127 $127

$

118

$127

You pay interest and repay principal

Year

$100 + $1,000

IBM
receives

$1,000 from
coupon bond

IBM pays interest
and repays principal

$100

$

0

$100 $100 $100

$

1
$

2
$

3
$

29
$

30

IBM pays interest

Fixed-payment loan
A debt instrument that
requires the borrower to
make regular periodic pay-
ments of principal and
interest to the lender.

Debt Instruments and Their Prices
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Making the Connection

Do You Want the Principal or Do You Want the Interest?
Creating New Financial Instruments
Before the 1980s, the U.S. Treasury issued only Treasury bills, which are discount
bonds, and Treasury bonds and notes, which are coupon bonds. As interest rates began
fluctuating significantly during the late 1970s, investors became concerned that if
interest rates fell over the life of a coupon bond, they would have to reinvest their
coupon payments at an interest rate that was lower than the original coupon rate.
Therefore, investors believed they would benefit from longer-term discount bonds on
which they would know the exact return if they held the bonds to maturity. At that
time, though, only short-term discount bonds were available.

With the hope of earning a profit, financial firms responded to investors’ demand
for a new debt instrument. In 1982, the investment firm Merrill Lynch (now owned by
Bank of America) created a new bond called a TIGR (Treasury Investment Growth
Receipt), which is a discount bond that works like a Treasury bill. For example, sup-
pose that Merrill Lynch buys $1 million of 20-year Treasury bonds with a coupon rate
of 9%. Merrill Lynch then is entitled to receive from the Treasury $1,000,000 * 0.09 =
$90,000 each year for 20 years, plus the $1 million face value after 20 years. Merrill
Lynch can then use these payments to sell investors $90,000 of one-year TIGR bills,
which are fully backed by the underlying $1 million of 20-year bonds. The rights to
these individual interest payments received by investors are known as Treasury
“Strips.”

The Treasury soon realized the potential benefits of offering longer-term bills and,
in 1984, introduced its own version of Merrill Lynch’s innovation. Called STRIPS
(Separate Trading of Registered Interest and Principal Securities), these bonds allowed
investors to buy each interest payment and the face value of a bond. For instance, an
individual could buy the interest payments due to be paid by the Treasury in 20 years.
So, individuals can effectively obtain long-term discount bonds from the government,
as well as the regular Treasury coupon bonds, thereby increasing their options for
investment.

Test your understanding by doing related problem 2.5 on page 82 at the end of this
chapter.

Bond Prices and Yield to Maturity 
We have already seen that the price of a bond—or any other financial security—should
equal the present value of the payments the owner receives from the bond. We can
apply this concept to determine the price of a coupon bond.

Bond Prices
Consider a five-year coupon bond with a coupon rate of 6% and a face value of
$1,000. The coupon rate of 6% tells us that the seller of the bond will pay the buyer
of the bond $60 per year for five years, as well as make a final payment of $1,000 at
the end of the fifth year. (Note that, in practice, coupons are typically paid twice per
year, so a 6% bond will pay $30 after six months and another $30 at the end of the
year. For simplicity, we will assume throughout this book that any payments made on

3.3

Learning Objective
Explain the relationship
between the yield to
maturity on a bond and
its price.
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a security are received at the end of the year.) Therefore, the expression for the price,
P, of the bond is the sum of the present values of the six payments the investor will
receive:

We can use this reasoning to arrive at a general expression for a bond that makes
coupon payments, C, has a face value, FV, and matures in n years:

The dots (ellipsis) indicate that we have omitted the terms representing the years
between the third year and the nth year—which could be the tenth, twentieth, thirtieth,
or other, year.

Yield to Maturity
To use the expression for the price of a bond, we need information on the future pay-
ments to be received and the interest rate. Often, we know the price of a bond and the
future payments, but we don’t always know the interest rate. Suppose you face a deci-
sion like this one: Which is a better investment, (1) a three-year, $1,000 face value
coupon bond with a price of $1,050 and a coupon rate of 8% or (2) a two-year, $1,000
face value coupon bond with a price of $980 and a coupon rate of 6%? One impor-
tant factor in making a choice between these two investments is determining the
interest rate you will receive on each investment. Because we know the prices and the
payments for the two bonds, we can use the present value calculation to find the inter-
est rate on each investment:

Bond 1:

Using a financial calculator, an online calculator, or a spreadsheet program, we can
solve this equation for i. The solution is i = 0.061, or 6.1%.

Bond 2:

For this bond, the solution is i = 0.071, or 7.1%.

These calculations show us that even though Bond 1 may appear to be a better invest-
ment because it has a higher coupon rate than Bond 2, Bond1’s higher price means that
it has a significantly lower interest rate than Bond 2. So, if you wanted to earn the high-
est interest rate on your investment, you would choose Bond 2.

The interest rate we have just calculated is called the yield to maturity. The yield to
maturity equates the present value of the payments from an asset with the asset’s price
today. The yield to maturity is based on the concept of present value and is the inter-
est rate measure that participants in financial markets use most often. In fact, it is
important to note that unless they indicate otherwise, whenever participants in finan-
cial markets refer to the interest rate on a financial asset, the interest rate is the yield to
maturity. Calculating yields to maturity for alternative investments allows savers to
compare different types of debt instruments.

$980 =
$60

(1 + i)
+

$60

(1 + i)2 +
$1,000

(1 + i)2.

$1,050 =
$80

(1 + i)
+

$80

(1 + i)2 +
$80

(1 + i)3 +
$1,000

(1 + i)3.

P =
C

(1 + i)
+

C

(1 + i)2 +
C

(1 + i)3 + Á +
C

(1 + i)n +
FV

(1 + i)n.

P =
$60

(1 + i)
+

$60

(1 + i)2 +
$60

(1 + i)3 +
$60

(1 + i)4 +
$60

(1 + i)5 +
$1,000

(1 + i)5.

Yield to maturity The
interest rate that makes the
present value of the pay-
ments from an asset equal
to the asset’s price today.
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It’s useful to keep in mind the close relationship between discounting and com-
pounding. We just calculated the yield to maturity by using a discounting formula.
We can also think of the yield to maturity in terms of compounding. To do so, we
need to ask, “If I pay a price, P, today for a bond with a particular set of future pay-
ments, what is the interest rate at which I could invest P and get the same set of
future payments?” For example, instead of calculating the present value of the pay-
ments to be received on a 30-year Treasury bond, we can calculate the interest rate at
which the money paid for the bond could be invested for 30 years to get the same
present value.

Yields to Maturity on Other Debt Instruments
We saw in section 3.2 that there are four categories of debt instruments. We have seen
how to calculate the yield to maturity on a coupon bond. Now we can calculate the
yield to maturity for each of the other three types of debt instruments.

Simple Loans Calculating the yield to maturity for a simple loan is straightforward.
We need to find the interest rate that makes the lender indifferent between having the
amount of the loan today or the final payment at maturity. Consider again the
$10,000 loan to Nate’s Nurseries. The loan requires payment of the $10,000 principal
plus $1,000 in interest one year from now. We calculate the yield to maturity as
follows:

Value today = Present value of future payments

from which we can solve for i:

Note that the yield to maturity, 10%, is the same as the simple interest rate. From this
example, we can come to the general conclusion that, for a simple loan, the yield to
maturity and the interest rate specified on the loan are the same.

Discount Bonds Calculating the yield to maturity on a discount bond is similar to
calculating the yield to maturity for a simple loan. For example, suppose that Nate’s
Nurseries issues a $10,000 one-year discount bond. We can use the same equation to
find the yield to maturity on the discount bond that we did in the case of a simple loan.
If Nate’s Nurseries receives $9,200 today from selling the bond, we can calculate the
yield to maturity by setting the present value of the future payment equal to the value
today, or $9,200 = $10,000/(1 + i). Solving for i gives:

From this example, we can write a general equation for a one-year discount bond that
sells for price, P, with face value, FV. The yield to maturity is:

i =
FV - P

P
.

i =
$10,000 - $9,200

$9,200
= 0.087, or 8.7%.

i =
$11,000 - $10,000

$10,000
= 0.10, or 10%.

$10,000 =
$10,000 + $1,000

(1 + i)
,
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Fixed-Payment Loans Calculating the yield to maturity for a fixed-payment loan is
similar to calculating the yield to maturity for a coupon bond. Recall that fixed-
payment loans require periodic payments that combine interest and principal, but
there is no face value payment at maturity. Suppose that Nate’s Nurseries borrows
$100,000 to buy a new warehouse by taking out a mortgage loan from a bank. Nate’s
has to make annual payments of $12,731. After making the payments for 20 years,
Nate’s will have paid off the $100,000 principal of the loan. Because the loan’s value
today is $100,000, the yield to maturity can be calculated as the interest rate that
solves the equation:

Value today = Present value of payments

Using a financial calculator, an online calculator, or a spreadsheet program, we can
solve this equation to find that i = 0.112, or 11.2%. In general, for a fixed-payment loan
with fixed payments, FP, and a maturity of n years, the equation is:

To summarize, if i is the yield to maturity on a fixed-payment loan, the amount of the
loan today equals the present value of the loan payments discounted at rate i.

Perpetuities Perpetuities are a special case of coupon bonds. A perpetuity pays a
fixed coupon, but unlike a regular coupon bond, a perpetuity does not mature. The
main example of a perpetuity is the consol, which was at one time issued by the
British government, although it has not issued new perpetuities in decades. Existing
consols with a coupon rate of 2.5% are still traded in financial markets. You may
think that computing the yield to maturity on a perpetuity is difficult because the
coupons are paid forever. Actually, however, the relationship between the price,
coupon, and yield to maturity is simple. If your algebra skills are sharp, see if you can
derive this equation from the equation for a coupon bond that pays an infinite num-
ber of coupons:1

So, a perpetuity with a coupon of $25 and a price of $500 has a yield to maturity
of i = $25/$500 = 0.05, or 5%.

P =
C

i
.

Loan value =
FP

(1 + i)
+

FP

(1 + i)2 + Á +
FP

(1 + i)n.

$100,000 =
$12,731

(1 + i)
+

$12,731

(1 + i)2 + Á +
$12,731

(i + i)20.

1Here is the derivation: The price of a consol equals the present value of the infinite series of coupon

payments the buyer will receive: The rules of algebra tell

us that an infinite series of the form 1 + x + x2 + x3 + x4 + . . . is equal to , provided that x is less than

one. In this case, is less than one, so we have the following expression for the price of a consol:

This expression simplifies to as given in the text.P = C
i ,P = C c 1

1 - 1
1 + i

- 1 d .
1

1 + i

1
1 - x

P = C
1 + i + C

(1 + i)2 + C
(1 + i)3 + C

(1 + i)4 + Á

Bond Prices and Yield to Maturity
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Solved Problem 3.3
Yield to Maturity for Different Types of Debt Instruments

For each of the following situations, write the equation
that you would use to calculate the yield to maturity.
You do not have to solve the equations for i; just write
the appropriate equation.

a. A simple loan for $500,000 that requires a payment
of $700,000 in four years.

b. A discount bond with a price of $9,000, which has
a face value of $10,000 and matures in one year.

c. A corporate bond with a face value of $1,000, a
price of $975, a coupon rate of 10%, and a maturi-
ty of five years.

d. A student loan of $2,500, which requires payments
of $315 per year for 25 years. The payments start in
two years.

Solving the Problem
Step 1 Review the chapter material. This problem is about calculating yields to

maturity for different debt instruments, so you may want to review the sec-
tion “Bond Prices and Yield to Maturity,” which begins on page 62.

Step 2 Write an equation for the yield to maturity for the debt instrument in (a).
For a simple loan, the yield to maturity is the interest rate that results in the
present value of the loan payment being equal to the amount of the loan. So,
the correct equation is:

Step 3 Write an equation for the yield to maturity for the debt instrument in (b).
For a discount bond, the yield to maturity is the interest rate that results in the
present value of the bond’s face value being equal to the bond’s price. So, the
correct equation is:

Step 4 Write an equation for the yield to maturity for the debt instrument in (c).
For a coupon bond, such as a long-term corporate bond, the yield to maturi-
ty is the interest rate that results in the present value of the payments the buyer
receives being equal to the bond’s price. Remember that a bond with a coupon
rate of 10% pays an annual coupon of $100. So, the correct equation is:

Step 5 Write an equation for the yield to maturity for the debt instrument in (d).
For a fixed-payment loan, the yield to maturity is the interest rate that results in
the present value of the loan payments being equal to the amount of the loan.
Note that in this case, there is no payment due at the end of the first year, so the
typical first term in the expression is omitted. Therefore, the correct equation is:

For more practice, do related problem 3.9 on page 83 at the end of this chapter.

$2,500 =
$315

(1 + i)2 +
$315

(1 + i)3 + Á +
$315

(1 + i)26.

$975 =
$100

(1 + i)
+

$100

(1 + i)2 +
$100

(1 + i)3 +
$100

(1 + i)4 +
$100

(1 + i)5 +
$1,000

(1 + i)5.

$9,000 =
$10,000

(1 + i)
, or, i =

$10,000 - $9,000

$9,000
.

$500,000 =
$700,000

(1 + i)4 .
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The Inverse Relationship Between 
Bond Prices and Bond Yields
Coupon bonds issued by governments and by large corporations typically have matu-
rities of 30 years. During those 30 years, investors are likely to buy and sell the bonds
many times in the secondary market. Once a bond is sold the first time, the corporation
or government issuing the bond is not directly involved in any of the later transactions.
For instance, suppose that you pay $1,000 for a bond issued by General Electric (GE).
Assume that the bond has a face value of $1,000 and a coupon rate of 8%. Whenever
the price of a bond is equal to its face value, the bond’s yield to maturity will be equal
to its coupon rate. Presumably, you purchased the bond because you believed that 8%
was a good interest rate to receive on your investment. If at some point you decide to
sell your bond, the transaction is between you and the person buying your bond. GE
is not involved except for being informed that it should send future coupon payments
to the new owner of the bond and not to you.

What Happens to Bond Prices When Interest Rates Change?
Suppose that one year after you purchased your bond, GE issues more 30-year bonds,
but these new bonds have coupon rates of 10% rather than 8%. Why would GE
increase the coupon rate on the bonds it sells? Corporations vary the coupon rates on
the bonds they sell based on conditions in the bond market. Ideally, corporations
would like to borrow money at the lowest interest rate possible. But lenders—in this
case bond buyers—in some circumstances increase the interest rates they require to
lend their funds. For instance, if bond buyers believe that future inflation will be higher
than they had previously expected, they will require a higher interest rate before buy-
ing a bond.

What effect will GE’s issuing new bonds with higher coupons have on your bond?
First, note that once a firm issues a bond, its coupon rate does not change. So, even
though GE is paying buyers of its new bonds $100 per year, you are stuck receiving only
$80 per year. If you decide to sell your bond, what price will you receive? Your bond
clearly has a drawback to potential buyers—it pays a coupon of only $80, while newly
issued GE bonds pay coupons of $100. So, no investor would be willing to pay $1,000
for your 8% bond when he or she can pay $1,000 and receive a 10% bond from GE.
How much less than $1,000 will other investors be willing to pay you? We can answer
the question by remembering the fundamental idea that the price of a financial security
is equal to the present value of the payments to be received from owning the security.
To calculate the price, we need to know what yield to maturity to use. When you pur-
chased your bond, the yield to maturity was 8%. But conditions in the bond market
have changed so that GE has had to offer a 10% yield to maturity to attract buyers for
its new bonds. If you want to sell your bond, it has to compete in the secondary mar-
ket with the new 10% bonds, so 10% is the correct yield to maturity to use to calculate
the new price of your bond.

In calculating the price of your bond (using a financial calculator, an online calcu-
lator, or a spreadsheet), keep in mind that the buyer of your bond will receive 29, rather
than 30, coupon payments because one year has passed:

3.4

Learning Objective
Understand the inverse
relationship between
bond prices and bond
yields.

$812.61 =
$80

(1 + 0.10)
+

$80

(1 + 0.10)2 +
$80

(1 + 0.10)3 + . . . +
$80

(1 + 0.10)29 +
$1,000

(1 + 0.10)29.

It may seem odd that your bond, which has a face value of $1,000 if held to matu-
rity, would have a market price of only $812.61. Keep in mind, though, that you or a
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new owner of the bond will not receive the $1,000 face value for 29 years. The present
value of that $1,000 payment discounted at a 10% interest rate is only $63.04.

If the price of an asset increases, it is called a capital gain. If the price of the asset
declines, it is called a capital loss. In our example, you will have suffered a capital loss
of $1,000 - $812.61 = $187.39.

Capital gain An increase
in the market price of an
asset.

Capital loss A decrease in
the market price of an
asset.

Making the Connection

Banks Take a Bath on Mortgage-Backed Bonds
We saw in Chapter 1 that banks play a key role in the financial system. Only large firms are
able to sell stocks and bonds to investors, so small and midsize firms rely on bank loans
for the funds they need to operate and expand. Households also rely heavily on banks for
the credit they need to buy houses, cars, furniture, and other large purchases. When banks
cut back on lending during the financial crisis, it deepened the recession of 2007–2009.

Why were banks having trouble during those years? The inverse relationship
between interest rates and bond prices can help us to understand. First, remember that
the basis of commercial banking is to take in deposits from households and firms and
invest the funds. Granting loans and buying bonds are the most important investments
that banks make. During the housing boom of the early and mid-2000s, banks granted 
many residential mortgages to borrowers who had flawed credit histories and who in 
previous years would not have qualified for loans. They also granted many residential
mortgages to borrowers who made small or no down payments. As we noted in Chapter 1,
many of these mortgages were securitized, meaning they were pooled and turned into
debt instruments known as mortgage-backed securities, and then sold to investors. Many
mortgage-backed securities are similar to long-term bonds in that they pay regular inter-
est based on the payments borrowers make on the underlying mortgages.

During the height of the housing boom, many banks invested heavily in mortgage-
backed securities because their yields were higher than the yields on other investments
with similar levels of default risk—or so the banks thought. When housing prices started
to decline during 2006, borrowers began to default on their mortgages. As borrowers
stopped paying on their mortgages, owners of mortgage-backed securities received
lower payments than they expected. In the secondary market for mortgage-backed
securities, buyers—when they could be found at all—were willing to buy the securities
only if the securities had much higher yields to compensate for the higher levels of
default risk. Higher yields on these securities meant lower prices. By 2008, the prices of
many mortgage-backed securities had declined by 50% or more.

By early 2009, U.S. commercial banks had suffered losses on their investments of
about $1 trillion. During 2010, these losses were somewhat reduced as the housing mar-
ket stabilized and the prices of some mortgage-backed securities rose. Nevertheless,
these heavy losses forced some banks to close. Other banks were saved by injections of
funds from the federal government under the Troubled Asset Relief Program (TARP).
We will discuss the difficulties of banks during these years and the attempts by the fed-
eral government to shore up the banking system further in Chapters 10 and 12. For
now, it’s worth noting that banks had relearned the lesson that soaring interest rates can
have a devastating effect on investors holding existing debt instruments.

Test your understanding by doing related problem 4.9 on page 84 at the end of this
chapter.

If you own a long-term coupon bond, it is clearly not good news when interest
rates rise. But what if interest rates fall? Suppose that one year after you bought a GE
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bond with a coupon rate of 8%, GE begins to issue new bonds with coupon rates of
6%. GE may be able to sell bonds with a lower coupon rate because investors expect
that inflation in the future will be lower than they had previously expected. In this case,
your bond will attract investors because it has a higher coupon rate than newly issued
bonds. If you decide to sell your bond, it will be competing in the secondary market
with the new 6% bonds, so 6% is the correct yield to maturity to use in calculating the
new market price of your bond:

The Inverse Relationship Between Bond Prices and Bond Yields

$1.271.81 =
$80

(1 + 0.06)
+

$80

(1 + .06)2 +
$80

(1 + 0.06)3 + . . . +
$80

(1 + 0.06)29 +
$1,000

(1 + 0.06)29.

In this case, you will have a capital gain of $1,271.81 - $1,000 = $271.81.

Bond Prices and Yields to Maturity Move in Opposite Directions
These examples have demonstrated two very important points:

1. If interest rates on newly issued bonds rise, the prices of existing bonds will fall.
2. If interest rates on newly issued bonds fall, the prices of existing bonds will rise.

In other words, yields to maturity and bond prices move in opposite directions. This
relationship must hold because in the bond price equation, the yield to maturity is
in the denominator of each term. If the yield to maturity increases, the present val-
ues of the coupon payments and the face value payment must decline, causing the
price of the bond to decline. The reverse is true when the yield to maturity decreases.
The economic reasoning behind the inverse relationship between bond prices and
yields to maturity is that if interest rates rise, existing bonds issued when interest
rates were lower become less desirable to investors, and their prices fall. If interest
rates fall, existing bonds become more desirable, and their prices rise.

Finally, notice that the inverse relationship between yields to maturity and bond
prices should also hold for other debt instruments. The present value and, therefore,
the price of any debt instrument should decline when market interest rates rise and rise
when market interest rates decline.

Secondary Markets, Arbitrage, and the Law of One Price
Let’s consider the process by which bond prices and yields adjust to changes in market
conditions. Buying and selling in the markets for bonds, stocks, and other financial
assets is similar to buying and selling in markets for goods and services, with a couple
of key differences. Today, most trading of financial services is done electronically, with
buyers and sellers linked together via computer systems, so very little trading occurs
face-to-face. And most trading takes place very quickly, with millions of dollars of
stocks and bonds being traded every second that the markets are open. Large volumes
of bonds and stocks are traded over very brief periods because many participants in
financial markets are traders rather than investors.

An investor in a financial market typically plans to earn a return by receiving pay-
ments on the securities he or she buys. For example, an investor in Microsoft buys the
stock to receive dividend payments from Microsoft and to profit from an increase in
the price of the stock over time. Traders, however, often buy and sell securities hoping
to make profits by taking advantage of small differences in the prices of similar
securities.

For example, recall what happens to prices of existing 8% coupon bonds when
market interest rates fall to 6%: The price of an existing 8% bond increases from $1,000
to $1,271.81. Once this price increase occurs, the yields to maturity on those bonds and
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on newly issued 6% coupon bonds are the same—6%—so the bonds are equally
desirable to investors. If market interest rates remain the same, no further price changes
should occur. But, what about during the period before the prices of the 8% coupon
bonds have risen all the way to $1,271.81? Clearly, a trader who buys the 8% bonds dur-
ing that period can make a profit by, say, buying the bonds at $1,260 and reselling them
when their prices have risen all the way to $1,271.81. The process of buying and reselling
securities to profit from price changes over a brief period of time is called financial
arbitrage. The profits made from financial arbitrage are called arbitrage profits. In com-
peting to buy securities where earning arbitrage profits is possible, traders force prices
up to the level where arbitrage profits can no longer be earned. Prices of securities adjust
very rapidly—often within seconds—to eliminate arbitrage profits because of the very
large number of traders participating in financial markets and the speed of electronic
trading. Economists conclude that the prices of financial securities at any given moment
allow little or no opportunity for arbitrage profits. In other words, the prices of securities
should adjust so that investors receive the same yields on comparable securities. In our
example, the prices of comparable coupon bonds adjust so that bonds with 8% coupon
rates have the same yield as bonds with 6% coupon rates.

This description of how prices of financial securities adjust is an example of a gen-
eral economic principle called the law of one price, which states that identical products
should sell for the same price everywhere. The possibility of arbitrage profits explains
the law of one price. For instance, if apples sell for $1.00 per pound in Minnesota and
$1.50 per pound in Wisconsin, you could make an arbitrage profit by buying apples in
Minnesota and reselling them in Wisconsin. As you and others took advantage of this
opportunity, the price of apples in Minnesota would rise, and the price of apples in
Wisconsin would fall. Leaving aside transportation costs, arbitrage should result in the
price of apples being the same in the two states.

As you read this book, keep in mind that because of financial arbitrage, compara-
ble securities should have the same yield, except during very brief periods of time.

Financial arbitrage The
process of buying and sell-
ing securities to profit from
price changes over a brief
period of time.

Making the Connection

Reading the Bond Tables in the Wall Street Journal
You can find daily updates on the prices and yields for Treasury bills, notes, and bonds
and for corporate bonds on the Wall Street Journal Web site or on Yahoo finance
(finance.yahoo.com).

Treasury Bonds and Notes

The table below contains data on five U.S. Treasury bonds and notes from the many
bonds and notes that were being traded on secondary markets on July 16, 2010.
Treasury notes have maturities of 2 years to 10 years from their date of issue; Treasury
bonds typically have a maturity of 30 years from their date of issue.

Bond A

COUPON

4.250

2.375

3.000

7.625

6.125

BID

112:08

101:28

104:27

147:08

132:26

MATURITY
MONTH/YEAR

2015

2016

2016

2025

2029

Aug

Mar

Aug

Feb

Aug

CHG

+8

+9

+12

+16

+15

ASKED

112:10

101:29

104:28

147:11

132:29

ASK YLD

1.7066

2.0190

2.1451
3.4610

3.7047
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The first two columns tell you the maturity date and the coupon rate. Bond A, for
example, has a maturity date of August 15, 2015, and a coupon rate of 4.250%, so it
pays $42.50 each year on its $1,000 face value. The next three columns refer to the
bond’s price. All prices are reported per $100 of face value. The numbers following the
colon refer to thirty-secondths of a dollar. For Bond A, the first price listed, 112:08,
means “112 and 08/32,” or an actual price of $1,122.50 for this $1,000 face value bond.
The bid price is the price you will receive from a government securities dealer if you
sell the bond. The asked price is the price you must pay the dealer if you buy the bond.
The difference between the asked price and the bid price (known as the bid–asked
spread) is the profit margin for dealers. Bid-asked spreads are low in the government
securities markets, indicating low transactions costs and a liquid and competitive
market. The “Chg” column tells you by how much the bid price increased or
decreased from the preceding trading day. For Bond A, the bid price rose by 8/32 from
the previous day.

The final column contains the yield to maturity, calculated using the method we
discussed for coupon bonds and the asked price. The Wall Street Journal reports the
yield using the asked price because readers are interested in the yield from the perspec-
tive of the investor. So, you can construct three interest rates from the information
contained in the table: the yield to maturity just described, the coupon rate, and the
current yield (equal to the coupon divided by the price: $42.50/$1,122.50, or 3.79% for
Bond A). Note that the current yield of Bond A is well above the yield to maturity of
1.7066%. This illustrates that the current yield is not a good substitute for the yield to
maturity for instruments with a short time to maturity because it ignores the effect of
expected capital gains or losses.

Treasury Bills

The table below shows information about U.S. Treasury bill yields. Recall that
Treasury bills are discount bonds, unlike Treasury bonds and notes, which are
coupon bonds. Accordingly, they are identified by only their maturity date (first col-
umn). In the Treasury bill market, following a very old tradition, yields are quoted
as yields on a discount basis (or discount yields), rather than as yields to maturity.*
The bid and asked columns of Treasury notes and bonds quote prices, while the bid
and asked columns for Treasury bills quote yields. The bid yield is the discount yield
for investors who want to sell the bill to dealers. The asked yield is the discount yield
for investors who want to buy the bill from dealers. The dealers’ profit margin is the
difference between the asked yield and the bid yield. In comparing investments in
Treasury bills with investments in other bonds, investors find it useful to know the
yield to maturity. So, the last column shows the yield to maturity (based on the asked
price).

BID

0.143

0.150

0.155

0.155

0.160

MATURITY

Aug 12 ‘10

Aug 19 ‘10

Aug 26 ‘10

Sep 02 ‘10

Sep 09 ‘10

CHG

– 0.013

– 0.005

– 0.003

– 0.003

unch.

ASKED

0.138

0.145

0.150

0.150

0.155

ASK YLD

0.139

0.147

0.152
0.152

0.157

*The yield on a discount basis for a bond with face value FV and a purchase price P is [(FV - P)/FV] *
(360/number of days to maturity).

The Inverse Relationship Between Bond Prices and Bond Yields
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Return The total earnings
from a security; for a bond,
the coupon payment plus
the change in the price 
of the bond.

Rate of return, R The
return on a security as a per-
centage of the initial price;
for a bond, the coupon pay-
ment plus the change in the
price of a bond divided by
the initial price.

Note that in both previous tables, the yield to maturity rises the further away the matu-
rity date is. As we will see in Chapter 5, this is a typical pattern in the bond market.

New York Stock Exchange Corporation Bonds

The table below gives quotations for some of the corporate bonds that are most actively
traded on the New York Stock Exchange. The first column tells you the name of the cor-
poration issuing the bond—in the case of Bond B, the Goldman Sachs investment bank.
The next column gives you the bond’s symbol, GS.IAR. The third column gives 
you the coupon rate, 5.375%. The fourth column gives you the maturity, March 2020.
The next column gives you the bond’s rating from the three major bond rating agencies.
As we will discuss in Chapter 5, the rating provides investors with information on the
likelihood that the firm will default on the bond. The next three columns present the
highest price the bond traded for that day, the lowest price, and the last price. Unlike with
Treasury bonds, the prices of corporate bonds are quoted in decimals, rather than thir-
ty-secondths. So, the last time this Goldman Sachs bond was traded that day, it sold for
a price of $1,048.68. The Change column shows the change in the price from the end of
trading the previous day. The last column gives the yield to maturity (4.740%).

Interest Rates and Rates of Return
When you make an investment, you are most concerned with what you earn during a
given period of time, often called a holding period. If you buy a bond and hold it for
one year, the return on your investment in the bond for that year consists of (1) the
coupon payment received and (2) the change in the price of the bond, which will result
in a capital gain or loss. Usually, you are most interested in measuring your return as a
percentage of your investment, which gives us your rate of return, R.

For example, consider again your purchase for $1,000 of a GE bond with a face
value of $1,000 and a coupon rate of 8%. If at the end of the year following your pur-
chase, the price of the bond increases to $1,271.81, then during that year you will have
received a coupon payment of $80 and had a capital gain of $271.81. So, your rate of
return for the year was:

R =
Coupon +  Capital gain

Purchase price
=

$80 + $271.81

$1,000
= 0.352, or 35.2%.

3.5

Learning Objective
Explain the difference
between interest rates
and rates of return.

MATURITY

Nov    2013

Mar    2020

Dec    2013

Sep    2016

Nov    2010

COUPON

5.250%

5.375%

6.000%

5.950%

7.750%

Symbol

BP.JE

GS.IAR

C.HVK

APC.HE

Cox.GM

BP Capital

Markets

PLC

Goldman

Sachs & Co

Citigroup

Anadarko

Petroleum

Corp

Cox Comm

Issuer
Name

Moody’s/S&P
/Fitch

A2/A/BBB

A1/A/A+

A3/– –/A+

Ba1/BBB–/BBB–

Baa2/BBB–/BBB

High

100.770

105.442

108.480

99.251

101.800

Low

98.000

100.95

106.922

94.249

101.766

Last

99.400

104.868

107.606

95.750

101.800

Change

1.400

2.868

0.466

–0.418

–0.158

Yield %

5.449

4.740

3.598

6.805

1.227

Bond B

Test your understanding by doing related problem 4.10 on page 84 at the end of this
chapter.
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If the price of your bond had declined to $812.61, then you would have received the
$80 coupon payment but suffered a capital loss of $187.39. So, your rate of return for
the year would have been negative:

A General Equation for the Rate of Return
We can extend these examples for coupon bonds to write a general equation for the
rate of return during a holding period of one year. First, recall that the current yield on
a coupon bond is the coupon divided by the current price of the bond. The rate of cap-
ital gain or loss on a bond is the dollar amount of the capital gain or loss divided by the
initial price. We can then write the following general equation for the rate of return for
a holding period of one year:

Rate of return = Current yield + rate of capital gain

Here are three important points to note about rates of return:

1. In calculating the rate of return, we will use the price at the beginning of the year
to calculate the current yield.

2. You incur a capital gain or loss on a bond even if you do not sell the bond at the
end of the year. If you sell the bond, you have a realized capital gain or loss. If you
do not sell the bond, your gain or loss is unrealized. In either case, the price of your
bond has increased or decreased and needs to be included when calculating the
rate of return on your investment.

3. If you buy a coupon bond, neither the current yield nor the yield to maturity may
be a good indicator of the rate of return you will receive as a result of holding the
bond during a particular time period because they do not take into account your
capital gain or capital loss.

Interest-Rate Risk and Maturity
We have seen that holders of existing bonds suffer a capital loss when market interest
rates rise. Economists refer to the risk that the price of a financial asset will fluctuate
in response to changes in market interest rates as interest-rate risk. But are all bonds
equally subject to interest-rate risk? We might expect that bonds with fewer years to
maturity will be less affected by a change in market interest rates than would bonds
with more years to maturity. The economic reasoning is that the more years until a
bond matures, the more years the buyer of the bond will potentially be receiving a
below-market coupon rate, and, therefore, the lower the price a buyer would be will-
ing to pay.

Table 3.2 shows that the arithmetic of bond prices bears out this reasoning.
Assume that at the beginning of the year, you pay $1,000 for a $1,000 face value bond
with a coupon rate of 6%. Assume that at the end of the year, the yield to maturity on
similar bonds has risen to 10%. The table shows your rate of return, assuming that the
bond you purchased has different maturities. For instance, the top row shows that if
you purchased a one-year bond, your rate of return is equal to the current yield of 6%;
you held the one-year bond for one year and received the $1,000 face value at maturi-
ty, so the change in market interest rates did not affect you. The second row shows that

R =
Coupon

Initial price
+

Change in price

Initial price
.

R =
$80 - $187.39

$1,000
= -0.107, or -10.7%.

Interest-rate risk The risk
that the price of a financial
asset will fluctuate in
response to changes in
market interest rates.
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if your bond has a maturity of two years, you will take a capital loss that is greater than
the current yield, so your rate of return will be negative. The remaining rows show that
the longer the maturity of your bond, the lower (more negative) your return. With a
maturity of 50 years, your rate of return for the first year of owning your bond will 
be -33.7%.

Nominal Interest Rates Versus Real Interest Rates
To this point in the chapter, all the interest rates we have discussed have been nominal
interest rates. That is, the interest rates were not adjusted for changes in purchasing
power caused by changes in the price level. In fact, inflation can reduce the purchasing
power of returns on any investment. For example, suppose that you buy a $1,000 bond
that pays you $50 in interest each year for 20 years. If the purchasing power of the dol-
lars that you receive declines over time, you are, in effect, losing part of your interest
income to inflation. In addition, inflation causes the purchasing power of the princi-
pal to decline. For example, if inflation is 5% per year, the purchasing power of the
$1,000 principal falls by $50 each year.

Lenders and borrowers know that inflation reduces the purchasing power of inter-
est income, so they base their investment decisions on interest rates adjusted for
changes in purchasing power. Such adjusted interest rates are called real interest rates.
Because lenders and borrowers don’t know what the actual real interest rate will be
during the period of a loan, they must make saving or investing decisions on the basis
of what they expect the real interest rate to be. So, to estimate the expected real inter-
est rate, savers and borrowers must decide what they expect the inflation rate to be. The
expected real interest rate, r, equals the nominal interest rate, i, minus the expected rate
of inflation, pe, or:2

Note that this equation also means that the nominal interest rate equals the real inter-
est rate plus the expected inflation rate: i = r + pe.

r = i - pe

Nominal interest rate
An interest rate that is not
adjusted for changes in
purchasing power.

Real interest rate An
interest rate that is adjusted
for changes in purchasing
power.

Table 3.2 The Effect of Maturity on Interest-Rate Risk During the First Year of 
Owning a Bond

Years to 
Maturity

Current
Yield

Initial
Price

Price at the End 
of the Year

Rate of Capital 
Gain or Loss

Rate of Return 
During the Year

1 6% $1,000 $1,000 0% 6%
2 6 1,000 931 -6.9 -0.9

10 6 1,000 754 -24.6 -18.6
20 6 1,000 659 -34.1 -28.1
30 6 1,000 623 -37.7 -31.7
50 6 1,000 603 -39.7 -33.7

3.6

Learning Objective
Explain the difference
between nominal
interest rates and real
interest rates.

2To fully account for the effect of changes in purchasing power on the nominal interest rate, we should use the
equation Rearranging terms gives us 1 + i = 1 + r + Or, r = i - 
This equation is the same as the one in the text except for the term The value of this term is usually
quite small. For example, if the real interest rate is 2% and the expected inflation rate is 3%, then = 0.02 *
0.03 = 0.0006. So, as long as the inflation rate is relatively low, the equation for the real interest rate given
in the text is a close approximation.

rpe
rpe.

pe - rpe.pe + rpe.1 + i
1 + pe = 1 + r.
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For example, suppose you take out a car loan from your local bank. You are will-
ing to pay, and the bank is willing to accept, a real interest rate of 3%. Both you and the
bank expect that the inflation rate will be 2%. Therefore, you and the bank agree on a
nominal interest rate of 5% on the loan. What happens if the actual inflation rate turns
out to be 4%, which is higher than you and the bank had expected? In that case, the
actual real interest rate that you end up paying (and the bank ends up receiving) equals
5% - 4% = 1%, which is less than the expected real interest rate of 3%. Because the
inflation rate turns out to be higher than you and the bank expected, you gain by pay-
ing a lower real interest rate, and the bank loses by receiving a lower real interest rate.

We can generalize by noting that the actual real interest rate equals the nominal
interest rate minus the actual inflation rate. If the actual inflation rate is greater than
the expected inflation rate, the actual real interest rate will be less than the expected
real interest rate; in this case, borrowers will gain and lenders will lose. If the actual
inflation rate is less than the expected inflation rate, the actual real interest rate will be
greater than the expected real interest rate; in this case, borrowers will lose and lenders
will gain. Table 3.3 summarizes the important relationship among nominal interest
rates, expected real interest rates, and actual real interest rates.

For the economy as a whole, economists often measure the nominal interest rate
as the interest rate on U.S. Treasury bills that mature in three months. In Figure 3.1, we
show the nominal interest rate, the actual real interest rate, and the expected real inter-
est rate for the period from the first quarter of 1981 through the first quarter of 2010.
To calculate the actual real interest rate, we used the actual inflation rate as measured
by percentage changes in the consumer price index. To calculate the expected real
interest rate, we used the expected percentage change in the consumer price index as
reported in a survey of professional forecasters conducted by the Federal Reserve Bank
of Philadelphia.

Figure 3.1 shows that the nominal and real interest rates tend to rise and fall
together. The figure also shows that the actual and expected real interest rates follow
each other closely, which is an indication that during most of this period, expectations
of the inflation rate were fairly accurate. Note that in some periods, particularly after
the beginning of the financial crisis in 2007, the real interest rate was negative. Why
would investors buy Treasury bills if they expected to receive a negative real interest
rate on their investments? The best explanation is that during the crisis, investors were
afraid of the high default risk on many other investments. So, they were willing to
receive a negative real interest rate on U.S. Treasury bills rather than risk losing money
by investing in corporate bonds or other riskier securities. Finally, note that it is possi-
ble for the nominal interest rate to be lower than the real interest rate. For this outcome
to occur, the inflation rate has to be negative, meaning that the price level is decreas-
ing rather than increasing. A sustained decline in the price level is called deflation. The
United States experienced a period of deflation during the first ten months of 2009.

Deflation A sustained
decline in the price level.

Table 3.3 The Relationship Among the Nominal Interest Rate, the Expected Real Interest Rate, and the 
Actual Real Interest Rate

Expected Real Interest Rate = Nominal
Interest Rate - Expected Inflation Rate

Actual Real Interest Rate = Nominal
Interest Rate - Actual Inflation Rate Result

If the actual inflation rate is greater 
than the expected inflation rate . . . 

the actual real interest rate will be less 
than the expected real interest rate . . . 

and borrowers will gain and 
lenders will lose.

If the actual inflation rate is greater 
than the expected inflation rate . . . 

the actual real interest rate will be greater 
than the expected real interest rate . . . 

and borrowers will lose and 
lenders will gain.
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In January 1997, the U.S. Treasury started issuing indexed bonds to address
investors’ concerns about the effects of inflation on real interest rates. With these bonds,
called TIPS (Treasury Inflation Protection Securities), the Treasury increases the prin-
cipal as the price level, as measured by the consumer price index, increases. The interest
rate on TIPS remains fixed, but because it is applied to a principal amount that increas-
es with inflation, the interest rate also increases with inflation. For example, suppose
that when issued, a 10-year TIPS has a principal of $1,000 and an interest rate of 3%. If
the inflation rate during the year is 2%, then the principal increases to $1,020. The 3%
interest rate is applied to this larger principal amount, so an investor would actually
receive 0.03 * $1,020 = $30.60 in interest. Therefore, the actual interest rate the investor
would have received on his or her original investment would be $30.60/$1,000 =
3.06%.3 If the price level falls with deflation, the principal of a TIPS will decrease.

Figure 3.2 shows the value of TIPS as a percentage of the value of all U.S. Treasury
securities. The share of TIPS in all Treasury securities increased steadily until 2009. The
large federal budget deficit that year meant that the Treasury had to sell more than $1.7

3Note that this calculation is somewhat simplified because the Treasury actually adjusts the TIPS princi-
pal for inflation each month and pays interest on TIPS every six months.

Figure 3.1

Nominal and Real
Interest Rates,
1981–2010
In this figure, the nominal inter-
est rate is the interest rate on
three-month U.S. Treasury bills.
The actual real interest rate is the
nominal interest minus the actual
inflation rate, as measured by
changes in the consumer price
index. The expected real interest
rate is the nominal interest rate
minus the expected rate of infla-
tion  as measured by a survey of
professional forecasters. When
the U.S. economy experienced
deflation during 2009, the real
interest rate was greater than the
nominal interest rate.

Sources: Federal Reserve Bank of
St. Louis; and Federal Reserve
Bank of Philadelphia.•
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All Treasury Securities
TIPS (Treasury Inflation
Protection Securities) were an
increasing percentage of all U.S.
Treasury securities until 2009.

Source: U.S. Treasury, Treasury
Bulletin, various issues.•

Answering the Key Question
Continued from page 51

At the beginning of this chapter, we asked the question:

“Why do interest rates and the prices of financial securities move in opposite directions?”

We have seen in this chapter that the price of a financial security equals the present value of the
payments an investor will receive from owning the security. When interest rates rise, present values
fall, and when interest rates fall, present values rise. Therefore, interest rates and the prices of finan-
cial securities should move in opposite directions.

Nominal Interest Rates Versus Real Interest Rates

trillion in additional securities. Although the total value of TIPS increased, they
became a smaller percentage of the value of all Treasury securities.

Before moving on to the next chapter, read An Inside Look at Policy on the next
page for an analysis of the bond market in 2010.
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Coupon Clipping:
Playing a Calmer
Corporate-Bond
Market
The corporate bond market sput-

tered recently as fears of govern-
ment debt defaults in Europe made
investors worry again about risk.
But for the market, which posted
its best year ever in 2009, it was a
brief pause: Both bond prices and
debt issuance have surged this
month.

The rout of 2008 deeply dam-
aged corporate-bond values, and the
recovery of 2009 returned them
close to their historic norms. With
the easy gains mostly gone, investors
must weigh a host of issues—both
macroeconomic and company-
specific—before buying bonds.

With bonds, the elephant in the
room is usually interest rates. Rising
rates push down bond prices, and
thus a big rise in rates could turn
2010 into another bond-market
rout. But most bond managers
think big moves in interest rates are
unlikely until late this year.

Instead, they see the past two
months as a good indicator of what
to expect this year: a herky-jerky
ride during which investors are
likely to “clip the coupon.” That

One sweet spot looks to be
higher-rated junk bonds, which are
sheltered from the greatest default
risk but still offer higher coupons
than high-grade bonds. Another is
medium-duration higher-quality
bonds. They now offer similar
yields to longer-dated bonds with
far less exposure to rising rates.

“Right now you’re not getting
paid to take the interest-rate risk
on Treasurys and investment-grade
bonds,” says Carl Kaufman, portfo-
lio manager at the Osterweis
Strategic Income fund in San
Francisco . . .

There are other well-regarded
junk-bond funds. USAA High Yield
Opportunities Fund, which ranks
among Morningstar’s best funds so
far this year, returned 4.55%
through March 10. . . . Investors
leery of junk bonds can find a
number of solid funds that focus
on higher-grade bonds. . . .
Exchange-traded funds also offer
investors the opportunity to buy a
fund that mimics the return of a
broader market index. That limits
the damage from any single com-
pany defaulting, but also limits the
upside . . .

Source: Wall Street Journal, “Coupon
Clipping: Playing a Calmer Corporate-
Bond Market” by Michael Aneiro.
Copyright 2010 by Dow Jones &
Company, Inc. Reproduced with permis-
sion of Dow Jones & Company, Inc. via
Copyright Clearance Center.

a

c

means returns will be based on the
interest rate the bonds pay rather
than a big change in the underlying
value of the bond.

. . . The riskiest corporate
bonds lost the most in 2008 and
posted the most outsize gains in
2009. Investment-grade bonds
gained 18.7% in 2009, while
speculative-grade, or “junk,” bonds
returned 57.5% . . .

That rally hit a roadblock this
January, when fears about the glob-
al market for sovereign debt, which
underpins corporate credit markets,
caused investors to pull back . . .
High-yield-bond mutual funds saw
$1.9 billion of outflows during a
two-week span in February, and
new issuance sputtered.

The market has since regained
its footing. . . . Bond yields have
retreated a bit, pushing up prices,
and companies are tapping the
bond market again.

In the dark days of late 2008
and early 2009, bond prices were
trashed by fears of rising defaults.
Investors feared that many compa-
nies would be unable to keep pay-
ing interest on their debt as the
economy contracted.

That concern is no longer press-
ing so hard on most bonds today.
Instead, a key indicator to watch
this year is the economic recovery,
which will lay the foundation for
corporate earnings . . .
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Results of U.S. Treasury Auction of One-Year Bills

Issue Date December 1998 April 2010

Price $95.647 $99.50961
Interest $4.353 $0.49039
Interest rate 4.6% 0.5%

Source: Department of the Treasury, Bureau of the Public Debt, www.publicdebt.treas.gov.

Key Points in the Article
Although falling prices and higher inter-
est rates made 2008 a bad year for the
corporate bond market, the market
recovered in 2009. By 2010, managers
of mutual funds investing in bonds
were concerned that interest rates could
rise again by the end of the year, and
investors were focused more on the
interest rates that bonds offer rather
than the potential for capital gains. In
2008 and early 2009, bond prices fell,
as investors feared that the weak econ-
omy would lead some companies to
default on loans. Hope for a rebound in
corporate earnings followed the expan-
sion of the U.S. economy in late 2009
and in 2010. Some investors favored
buying high-rated “junk bonds,” which
offer higher coupon rates than high-
grade corporate and Treasury bonds
and relatively low default risk. Medium-
duration corporate bonds also found
favor with investors who feared that
rising interest rates would make bonds
with longer maturities less attractive.

Analyzing the News
In early 2010, investors feared the 
effects of possible government debt

defaults in Europe. As corporate bond
prices and debt issues rose in the first
months of 2010, the Greek government
requested financial assistance from the
European Union.

Managers of mutual funds investing 
in bonds expected that market

gains would be short-lived if their
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predictions of higher interest rates in
2010 were realized. As this chapter
explained, as interest rates rise, bond
prices fall. The table above illustrates
why this is so. The U.S. Treasury sells
bills, notes, and bonds to investors to
raise funds required to cover federal
budget deficits. The table shows the
results of auctions of new bills held in
December 1998 and April 2010.
Treasury bills are discount bonds that do
not offer buyers coupon payments. The
buyer pays a price less than the face
value he will receive at maturity. Prices
in the table are stated in amounts paid
per $100. The price paid in December
1998 was $4.353 less than the face
value of the bills. This represented an
interest rate of 4.6%. The price paid in
April 2010 was about only $0.49 less
than the face value, which represented
an interest rate of only 0.5%. Although
interest rates in early 2010 were low,
many investors expected increases in
the latter part of the year. Higher inter-
est rates would mean higher coupon
payments on new bonds, but lower
bond prices would reduce the opportu-
nity for capital gains.

In 2008 and early 2009 bond prices 
fell due to the fears of investors

that the slumping U.S. economy raised
the risk that some companies would
default and cease to make interest pay-
ments on their bonds. As this chapter
explained, one reason interest is
charged on loans is to compensate for
default risk. This risk rose sharply during
the financial crisis and recession of
2007–2009. Real GDP rose by 2.2% in
the third quarter and 5.6% in the
fourth quarter of 2009, a sign that the
economy was recovering. Default risk
fell, and the prospect for corporate
earnings in 2010 improved.

THINKING CRITICALLY
1. This chapter lists three reasons inter-

est rates are paid on loans. Which of
these three reasons caused the
decline in interest rates on bonds
from 2008 to 2009?

2. Assume that an auction of one-
year Treasury bills resulted in a
price of $92 per $100 of face
value. Calculate the interest rate
received by buyers of these
Treasury bills.

a

b

c

www.publicdebt.treas.gov
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CHAPTER SUMMARY AND PROBLEMS

KEY TERMS AND CONCEPTS
Capital gain, p. 68
Capital loss, p. 68
Compounding, p. 54
Coupon bond, p. 60
Credit market instrument, p. 59
Debt instrument, p. 59
Deflation, p. 75
Discount bond, p. 60

Discounting, p. 56
Equity, p. 59
Financial arbitrage, p. 70
Fixed-income asset, p. 59
Fixed-payment loan, p. 61
Future value, p. 53
Interest-rate risk, p. 73
Nominal interest rate, p. 74

Present value, p. 56
Rate of return, R p. 72
Real interest rate, p. 74
Return, p. 72
Simple loan, p. 59
Time value of money, p. 56
Yield to maturity, p. 63

The Interest Rate, Present Value, and Future Value
Explain how the interest rate links present value with future value.

SUMMARY
The main reasons that borrowers charge interest on
loans are to compensate for (1) inflation, (2) default risk,
and (3) the opportunity cost of waiting to spend the
funds being loaned. Most financial transactions involve
payments in the future. The process of earning interest
on interest as savings accumulate over time is known as
compounding. Future value is the value at some future
time of an investment made today. Present value is the
value today of funds that will be received in the future.
We use discounting to calculate present values.
Economists refer to the way that the value of a payment
changes depending on when the payment is received as
the time value of money. The price of a financial asset is
equal to the present value of the payments to be received
from owning it. We can apply this key fact to determine
the prices of debt instruments, which are also called
credit market instruments, or fixed-income assets.

Review Questions

1.1 What are the main reasons that lenders charge
interest on loans?

1.2 Give an example of a financial transaction that
requires a payment in the future.

1.3 If you deposit $1,000 in a bank CD that pays
interest of 3% per year, how much will you have
after two years?

1.4 What is the present value of $1,200 to be
received in one year if the interest rate is 10%?

1.5 Define the following:

a. Time value of money

b. Present value

c. Discounting

1.6 How is the price of a financial asset related to
the payments to be received from owning it?

Problems and Applications

1.7 Norman Jones, an economic historian at the
University of Utah, has described the view of
the ancient Greek philosopher Aristotle on
interest:

Aristotle defined money as a good that was
consumed by use. Unlike houses and fields,
which are not destroyed by use, money must
be spent to be used. Therefore, as we cannot
rent food, so we cannot rent money.
Moreover, money does not reproduce. A
house or a flock can produce new value by
use, so it is not unreasonable to ask for a
return on their use. Money, being barren,
should not, therefore, be expected to produce
excess value. Thus, interest is unnatural.

What did Aristotle mean in arguing that money
is “barren”? Why would money being barren
mean that lenders should not charge interest on
loans? Do you agree with Aristotle’s reasoning?
Briefly explain.

3.1
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Source: Norman Jones, “Usury,” EH.Net Encyclopedia,
edited by Robert Whaples, February 10, 2008, http://
eh.net/encyclopedia/article/jones.usury.

1.8 [Related to Solved Problem 3.1A on page 55]
Suppose that you are considering investing
$1,000 in one of the following bank CDs:

● CD 1, which will pay an interest rate of 5%
per year for three years

● CD 2, which will pay an interest rate of 8%
the first year, 5% the second year, and 3% the
third year

Which CD should you choose?

1.9 [Related to Solved Problem 3.1A on page 55]
Look again at Solved Problem 3.1A. Would the
answer change if the second CD pays an interest
rate of 1% the first two years and 10% in the
third year? Briefly explain.

1.10 [Related to the Solved Problem 3.1A on page 55]
In this problem, suppose that in addition to the
two CDs described in Solved Problem 3.1A, we
have a third CD in which you might invest—one
that pays an interest rate of 3% the first two years
and an interest rate of 7% the third year. How
does the future value of this investment compare
to the other two? Which is the best investment?

1.11 [Related to Solved Problem 3.1B on page 57]
In 2010, Aroldis Chapman, a baseball player
who had defected from Cuba, signed a contract
with the Cincinnati Reds. According to baseball
writer Keith Law:

The Reds heavily backloaded the deal, with
Chapman earning just $1 million in 2010

and the full $30 million spread out over the
next 10 years. It’s not a great structure for the
player, because a dollar today is worth more
than a dollar next year . . .

a. Why is a dollar today worth more than a
dollar next year?

b. One clause of Chapman’s contract called for
the Reds to pay him $5 million in 2013.
Assuming an interest rate of 10%, what is
the present value at the beginning of 2010 of
a $5 million payment Chapman would
receive at the end of 2013?

Source: Keith Law, “Chapman Deal Cincy’s Gain,
MLB’s Blunder,” espn.com, January 11, 2010.

1.12 [Related to Solved Problem 3.1B on page 57] In
early 2010, newspapers reported that NBA super-
star Kobe Bryant had signed an extension to his
existing contract. His salaries in future years
under the contract extension would be as follows:

For the season ending in 2012: $25,244,000

For the season ending in 2013: $27,849,000

For the season ending in 2014: $30,453,000

For simplicity, assume that the salary for the sea-
son ending in 2012 would be received in a lump
sum two years from when Kobe Bryant signed
the contract, the salary for the season ending in
2013 would be received in three years, and the
salary for the season ending in 2014 would be
received in four years. Newspapers reported that
the contract extension had a value of $85 mil-
lion. Were they correct? Briefly explain.

Debt Instruments and Their Prices
Distinguish among different debt instruments and understand how their 
prices are determined.

SUMMARY
There are four basic categories of debt instruments:
simple loans, discount bonds, coupon bonds, and
fixed-payment loans. With a simple loan, the borrower 
receives from the lender an amount of funds called the
principal and agrees to repay the lender the principal
plus interest on a specific date when the loan matures.

With a discount bond, the borrower pays the lender
an amount called the face value at maturity but
receives less than the face value initially. Borrowers
issuing coupon bonds make interest payments in the
form of coupons at regular intervals and repay the
face value at maturity. With a fixed-payment loan,
the borrower makes periodic payments to the lender.

3.2
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The payments are of equal amounts and include both
interest and principal.

Review Questions

2.1 What is the difference between a debt instru-
ment and an equity?

2.2 Define and briefly explain the following terms:

a. Face value

b. Coupon

c. Coupon rate

d. Current yield

e. Maturity

2.3 Explain in which category of debt instrument
the following belong:

a. Car loan

b. U.S. Treasury bond

c. Three-month U.S. Treasury bill

d. Mortgage loan

Problems and Applications

2.4 Why do consumers usually prefer fixed-pay-
ment loans to simple loans when buying cars
and houses?

2.5 [Related to the Making the Connection on
page 62] What is a STRIP? Why were STRIPS
created? What need were STRIPS intended 
to fill?

2.6 When corporations borrow money for a long
period, why do they prefer to borrow in the
form of coupon bonds rather than in the form
of fixed-payment loans?

Bond Prices and Yield to Maturity
Explain the relationship between the yield to maturity on a bond and its price.

SUMMARY
The price of a bond or other financial security should
equal the present value of the payments an investor
would receive from owning the security. The yield to
maturity equates the present value of the payments
from an asset with the asset’s price today. When par-
ticipants in financial markets refer to the interest rate
on an asset, they are usually referring to the yield to
maturity. The yield to maturity on a coupon bond
equates the present value of the annual coupon
payments and the final face value payment to the price
of the bond. For a simple loan, the yield to maturity
and the interest rate specified on the loan are the same.
The yield to maturity for a discount bond is the inter-
est rate that equates the current purchase price with
the present value of the future payment. The yield to
maturity on a fixed-payment loan equates the present
value of the loan payments to the initial loan amount.

Review Questions

3.1 What is the yield to maturity? Why is the yield
to maturity a better measure of the interest rate
on a bond than is the coupon rate?

3.2 Write an expression showing the relationship
among the price of a coupon bond, the coupon
payments, the face value, and the yield to maturity.

3.3 Write an expression showing the relationship
among the amount borrowed on a simple loan,
the required loan payment, and the yield to
maturity.

3.4 Write an expression showing the relationship
among the price of a discount bond, the bond’s
face value, and the yield to maturity.

3.5 Write an expression showing the relationship
among the amount borrowed on a fixed-pay-
ment loan, the payments on the loan, and the
yield to maturity.

Problems and Applications

3.6 Assume that the interest rate is 10%. Briefly
explain whether you would prefer to receive 
(a) $75 one year from now, (b) $85 two years from
now, or (c) $90 three years from now? Would your
answer change if the interest rate is 20%?

3.7 Suppose that you are considering subscribing to
Economist Analyst Today magazine. The magazine
is advertising a one-year subscription for $60 or a
two-year subscription for $115. You plan to keep
getting the magazine for at least two years. The
advertisement says that a two-year subscription
saves you $5 compared to buying two successive
one-year subscriptions. If the interest rate is 10%,

3.3
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should you subscribe for one year or for two
years? (Assume that one year from now a one-
year subscription will still be $60.)

3.8 Consider the case of a two-year discount
bond—that is, a bond that pays no coupon and
pays its face value after two years rather than
one year. Suppose the face value of the bond is
$1,000, and the price is $870. What is the bond’s
yield to maturity? (In this case, provide a
numerical answer rather than just writing the
appropriate equation.)

3.9 [Related to Solved Problem 3.3 on page 66] For
each of the following situations, write the equa-
tion needed to calculate the yield to maturity.
You do not have to solve the equations for i; just
write the appropriate equations.

a. A simple loan for $350,000 that requires a
payment of $475,000 in five years.

b. A discount bond with a price of $720 that
has a face value of $1,000 and matures in
five years.

c. A corporate bond with a face value of
$1,000, a price of $950, a coupon rate of 8%,
and a maturity of six years.

d. A student loan of $4,000 that requires pay-
ments of $275 per year for 20 years. The
payments start in three years.

3.10 Consider a $1,000 face value bond that sells for
an initial price of $450. It will pay no coupons
for the first 10 years and will then pay 6.25%
coupons for the remaining 20 years. Write down
an equation showing the relationship between
the price of the bond, the coupon (in dollars),
and the yield to maturity. You don’t have to

show every term in the expression, but be sure
to show enough terms to demonstrate that you
understand the relationship.

3.11 Suppose that in exchange for allowing a road to
pass through his farmland, George Pequod has
been paid $135 per year by the township he lives
in. He had been promised that he and future
owners of his land would receive this payment in
perpetuity. Now, however, the township has
offered, and he has accepted, a one-time pay-
ment of $1,125 in exchange for his giving up the
right to receive the annual $135 payment. What
implicit interest rate have George and the town-
ship used in arriving at this settlement?

3.12 Many retired people buy annuities. With an
annuity, a saver pays an insurance company,
such as Berkshire Hathaway Insurance Company
or Northwestern Mutual Insurance Company, a
lump-sum amount in return for the company’s
promise to pay a certain amount per year until
the saver dies. With an ordinary annuity, when
the buyer dies, there is no final payment to his
or her heirs. Suppose that at age 65, David
Alexander pays $100,000 for an annuity that
promises to pay him $10,000 per year for the
remaining years of his life.

a. If David dies 20 years after buying the annu-
ity, write an equation that would allow you
to calculate the interest rate that David
received on his annuity.

b. If David dies 40 years after buying the annu-
ity, will the interest rate be higher or lower
than if he dies after 20 years? Briefly explain.

The Inverse Relationship Between Bond Prices and Bond Yields
Understand the inverse relationship between bond prices and bond yields.

SUMMARY
Coupon bonds issued by corporations and govern-
ments typically have maturities of 30 years and are
actively traded in secondary markets. Once a bond has
been sold for the first time, the corporation or govern-
ment issuing the bond is not directly involved in any
of the later transactions. When market interest rates

rise, the yields to maturity on newly issued bonds
increase. Higher yields to maturity lower the prices of
existing bonds. When market interest rates fall, the
yields to maturity on newly issued bonds decrease.
Lower yields to maturity raise the prices of existing
bonds. The process of financial arbitrage results in
comparable securities having the same yield.

3.4
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Review Questions

4.1 What is the difference between the primary
market for a bond and the secondary market?

4.2 What is a capital gain on a financial security? If
you own a bond and market interest rates increase,
will you experience a capital gain of a capital loss?

4.3 Briefly explain why yields to maturity and bond
prices move in opposite directions.

4.4 What is the difference between an investor and
a trader?

4.5 What is financial arbitrage?

Problems and Applications

4.6 [Related to the Chapter Opener on page 51]
A student asks:

If a coupon bond has a face value of $1,000,
I don’t understand why anyone who owns
the bond would sell it for less than $1,000.
After all, if the owner holds the bond to
maturity, the owner knows he or she will
receive $1,000, so why sell for less?

Answer the student’s question.

4.7 The following information from the close of
trading on January 15, 2010 is for an IBM bond
with a face value of $1,000 and a maturity date
of October 22, 2012:

Coupon rate: 5.050%

Price: $1,096.20

Yield to maturity: 2.101%

a. What was the bond’s current yield?

b. Why is the bond’s yield to maturity less than
its coupon rate?

4.8 Ford Motor Company has issued bonds with a
maturity date of November 1, 2046 that have a
coupon rate of 7.40%, and coupon bonds with
a maturity of February 15, 2047 that have a
coupon rate of 9.80%. Why would Ford issue

bonds with coupons of $74 and then a little
more than a year later issue bonds with coupons
of $98? Why didn’t the company continue to
issue bonds with the lower coupon?

4.9 [Related to the Making the Connection on
page 68] In early 2009, an article in the New
York Times observed: “Without a cure for the
problem of bad assets, the credit crisis that is
dragging down the economy will linger, as banks
cannot resume the ample lending needed to
restart the wheels of commerce.” What did the
article mean by banks having a problem with
“bad assets”? Why is “ample lending” by banks
necessary to “restart the wheels of commerce”?

Source: Steve Lohr,“Ailing Banks May Require More Aid
to Keep Solvent,” New York Times, February 13, 2009.

4.10 [Related to the Making the Connection on
pages 70] Consider the following information
on two U.S. Treasury bonds:

Briefly explain how two securities that have the
same yield to maturity can have different prices.

4.11 Consider the following analysis:

The rise and fall of a bond’s price has a direct
inverse relationship to its yield to maturity,
or interest rate. As prices go up, the yield
declines and vice versa. For example, a $1,000
bond might carry a stated annual yield,
known as the coupon of 8%, meaning that it
pays $80 a year to the bondholder. If that
bond was bought for $870, the actual yield to
maturity would be 9.2% ($80 annual interest
on $870 of principal).

Do you agree with this analysis? Briefly explain.

Maturity Coupon Bid Asked Chg
Asked

Yield

Bond A 2018 Nov 15 3.375 100:26 100:27 +1 2.26

Bond B 2018 Nov 15 4.750 101:29 101:30 +1 2.26

Interest Rates and Rates of Return
Explain the difference between interest rates and rates of return.

SUMMARY
There is a difference between the interest rate you earn
on an investment and the rate of return, which equals

the current yield plus the rate of capital gain. Because
an increase in market interest rates can cause a capital
loss for holders of existing bonds, the rate of return on

3.5
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a bond during a particular period can be negative.
Interest-rate risk refers to the risk that the price of a
financial asset will fluctuate in response to changes in
market interest rates. The longer the maturity of a
bond, the more exposed it is to interest-rate risk.

Review Questions

5.1 What is the difference between the yield to matu-
rity on a coupon bond and the rate of return?

5.2 What is interest-rate risk? Why does a bond
with a longer maturity have greater interest-rate
risk than a bond with a shorter maturity?

Problems and Applications

5.3 Suppose that for a price of $950 you purchase a
10-year Treasury bond that has a face value of
$1,000 and a coupon rate of 4%. If you sell the
bond one year later for $1,150, what was your
rate of return for that one-year holding period?

5.4 In October 2009, the Bay Area Toll Authority
issued $1.3 billion in bonds with 40-year matu-
rities to raise funds to repair the San Francisco–
Oakland Bay Bridge. Would these bonds be of
interest only to investors who were young
enough to expect to still be alive in 40 years,
when the bonds will mature? If market interest
rates were to rise, would these bonds be a par-
ticularly good or a particularly bad investment?

Source: Ianthe Jeanne Dugan, “Build America Pays Off
on Wall Street,” Wall Street Journal, March 10, 2010.

5.5 Suppose that on January 1, 2011, you purchased
a coupon bond with the following characteris-
tics:

Face value: $1,000

Coupon rate: 8 3/8

Current yield: 7.5%

Maturity date: 2015

If the bond is selling for $850 on January 1, 2012,
then what was your rate of return on this bond
during the holding period of calendar year 2011?

5.6 Suppose that you just bought a four-year $1,000
coupon bond with a coupon rate of 6% when the
market interest rate is 6%. One year later, the
market interest rate falls to 4%. What rate of
return did you earn on the bond during the year?

5.7 Suppose that you are considering investing in a
four-year bond that has a face value of $1,000
and a coupon rate of 6%.

a. What is the price of the bond if the market
interest rate on similar bonds is 6%? What is
the bond’s current yield?

b. Suppose that you purchase the bond, and the
next day the market interest rate on similar
bonds falls to 5%. What will the price of your
bond be now? What will its current yield be?

c. Now suppose that one year has gone by since
you bought the bond, and you have received
the first coupon payment. How much would
another investor now be willing to pay for
the bond? What was your total return on the
bond? If another investor had bought the
bond a year ago for the amount that you cal-
culated in (b), what would that investor’s
total return have been?

d. Now suppose that two years have gone by
since you bought the bond and that you have
received the first two coupon payments. At
this point, the market interest rate on similar
bonds unexpectedly rises to 10%. How much
would another investor be willing to pay for
your bond? What will the bond’s current yield
be over the next year? Suppose that another
investor had bought the bond at the price you
calculated in (c). What would that investor’s
total return have been over the past year?

Nominal Interest Rates Versus Real Interest Rates
Explain the difference between nominal interest rates and real interest rates.

SUMMARY
The stated interest rate on bonds and loans is called the
nominal interest rate because it is not adjusted for

changes in purchasing power. The real interest rate is
adjusted for changes in purchasing power. The expected
real interest rate equals the nominal interest rate minus

3.6
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the expected inflation rate. The actual real interest rate
equals the nominal interest rate minus the actual inflation
rate. Borrowers gain relative to lenders when the actual
inflation rate exceeds the expected inflation rate, and they
lose when the expected inflation rate exceeds the actual
inflation rate. Since 1997, the U.S. Treasury has been issu-
ing indexed bonds called TIPS (Treasury Inflation
Protection Securities). The Treasury increases the princi-
pal of a TIPS security as the price level increases.

Review Questions

6.1 What is the difference between the nominal
interest rate on a loan and the real interest rate?

6.2 What is the difference between the actual real
interest rate and the expected real interest rate?

6.3 What is deflation? If borrowers and lenders
expect deflation, will the nominal interest rate be
higher or lower than the expected real interest
rate? Briefly explain.

6.4 What are TIPS?

Problems and Applications

6.5 Suppose you are about to borrow $15,000 for
four years to buy a new car. Briefly explain which
of these situations you would prefer to be in:

a. The interest rate on your loan is 10%, and
you expect the annual inflation over the next
four years to average 8%.

b. The interest rate on your loan is 6%, and you
expect the annual inflation rate over the next
four years to average 2%.

6.6 Why might the actual real interest rate differ from
the expected real interest rate? Would this possible
difference be of more concern to you if you were
considering making a loan to be paid back in 
1 year or a loan to be paid back in 10 years?

6.7 For several decades in the late nineteenth centu-
ry, the price level in the United States declined.
Was this likely to have helped or hurt U.S.
farmers who borrowed money to buy land? Does
your answer depend on whether the decline in
the price level was expected or unexpected?
Briefly explain.

6.8 Suppose that on January 1, 2012, the price of a
one-year Treasury bill is $970.87. Investors
expect that the inflation rate will be 2% during
2010, but at the end of the year, the inflation rate
turns out to have been 1%. What are the nomi-
nal interest rate on the bill (measured as the
yield to maturity), the expected real interest rate,
and the actual real interest rate?

6.9 An article in the Wall Street Journal contained
the following:

Prices of U.S. Treasury securities advanced
Thursday as reports pointed to . . . easing price
pressures. It “looks like inflation fear is being
taken off the table,” said Ira Jersey, an interest-
rates strategist at Credit Suisse in New York.

Briefly explain why, if investors expect inflation
to be lower, the prices of Treasury bonds will rise.

Source: Deborah Lynn Blumberg, “Treasury Prices Rise
on New Data,” Wall Street Journal, September 5, 2008.

D3.1: Go to the Bloomberg.com Web site and scroll
down to the Bond section. What are the current
price and yield on a 10-year U.S. Treasury

security? What are the current price and yield
on a 30-year U.S. Treasury security?

DATA EXERCISE

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

www.myeconlab.com
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4.1 Discuss the most important factors in build-
ing an investment portfolio (pages 88–94)

4.2 Use a model of demand and supply to
determine market interest rates for bonds
(pages 94–102)

4.3 Use the bond market model to explain
changes in interest rates (pages 102–107)

4.4 Use the loanable funds model to analyze
the international capital market (pages
107–114)

IF INFLATION INCREASES, ARE BONDS A GOOD INVESTMENT?

Stephens, Inc., is a financial services firm based in
Little Rock, Arkansas. In late 2009, Bill Tedford, who
buys and sells bonds for the firm, forecast that infla-
tion was going to increase from less than 1% in 2009
to 5% in 2011. He advised investors not to buy bonds
because their prices would fall as inflation increased.
In fact, the behavior of bond prices during 2009 and
2010 puzzled many financial analysts. For example,
between 1980 and 2009, the average interest rate on a
10-year U.S. Treasury note was 7.2%. In September
2010, it was only 2.7%, or less than half its average

over the previous 30 years. Similarly, over the same
period, the average interest rate on bonds issued by
large, financially sound corporations was 8.4%. In
late September 2010, it was 4.5%. As we saw in
Chapter 3, an increase in market interest rates causes
prices of existing bonds to fall. So, if the interest rates
on Treasury bonds or corporate bonds rose toward
their historical averages, bond investors would suffer
significant capital losses. Not surprisingly, many
financial advisers warned investors that buying
bonds could be risky.

Key Issue and Question

At the end of Chapter 1, we noted that the financial crisis that began in 2007 raised a series of
important questions about the financial system. In answering these questions, we will discuss
essential aspects of the financial system. Here are the key issue and question for this chapter:

Issue: Federal Reserve policies to combat the recession of 2007–2009 led some economists to pre-
dict that inflation would rise and make long-term bonds a poor investment.

Question: How do investors take into account expected inflation and other factors when making
investment decisions?

Answered on page 115

Continued on next page
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In Chapter 3, we saw how to measure interest rates and where an investor can find
information about interest rates. In this chapter, we discuss how savers decide to
allocate their wealth among alternative assets, such as stocks and bonds. We also fur-
ther analyze the bond market and show that, as in other markets, the equilibrium
price of bonds and the interest rate depend on the factors that determine demand
and supply.

How to Build an Investment Portfolio
Investors have many assets to choose from, ranging from basic checking and savings
accounts in banks to stocks and bonds to complex financial securities. What principles
should investors follow as they build an investment portfolio? We begin by examining
the objectives of investors. You might expect that investors will attempt to earn the
highest possible rate of return on their investments. But suppose you have the oppor-
tunity to choose an investment on which you expect a rate of return of 10% but on
which you believe there is a significant chance of a return of -5%. Would you choose
that investment over an investment where you expect a return of 5% and do not
believe there is a chance of a negative return? Would your answer be different if you
had $1,000 in investments than if you had $1,000,000? Would your answer be differ-
ent if you were 20 years old than if you were 60 years old?

The Determinants of Portfolio Choice
Different investors will give different answers to the questions just raised. There are
many ways to build an investment portfolio. Even investors with the same income,
wealth, and age will often have very different portfolios. There are five basic criteria
that investors use to evaluate different investment options. These determinants of port-
folio choice, sometimes referred to as determinants of asset demand, are:

1. The saver’s wealth or total amount of savings to be allocated among investments
2. The expected rate of return from an investment compared with the expected rates

of return on other investments
3. The degree of risk in the investment compared with the degree of risk in other

investments
4. The liquidity of the investment compared with the liquidity of other investments
5. The cost of acquiring information about the investment compared with the cost of

acquiring information about other investments

We’ll now consider each of these determinants.

Wealth Recall that income and wealth are different. Income is a person’s earnings
during a particular period, such as a year. On the other hand, wealth is the total value

Why were interest rates on bonds so low in 2010?
We saw in Chapter 2 that as the U.S. economy emerged
from the 2007–2009 recession, some observers expected
that high rates of inflation would result from the policies
of the Federal Reserve. If the inflation rates did increase,
as Bill Tedford and other financial analysts predicted,
why would bond prices fall? Many investors were 
asking themselves these questions as they decided which

financial assets they should invest in. How should
investors answer these types of questions? More gener-
ally, how do investors take into account expectations of
inflation, as well as other factors, such as risk and infor-
mation costs, when making investment decisions? We
address these questions in this chapter.

AN INSIDE LOOK AT POLICY on page 116 dis-
cusses movements in interest rates during 2010.

Source: Jeff D. Opdyke, “A Savvy Bond Man Bets on Rising Inflation,” Wall Street Journal, December 26, 2009.

4.1

Learning Objective
Discuss the most
important factors in
building an investment
portfolio.
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of assets—such as stocks and bonds—a person owns, minus the total value of any
liabilities—such as loans or other debts—that a person owes. As a person’s wealth
increases, we would expect the size of the person’s financial portfolio to increase but
not by proportionally increasing each asset. For instance, when you first graduate from
college, you may not have much wealth, and the only financial asset you have may be
$500 in a checking account. Once you have a job and your wealth begins to increase,
the amount in your checking account may not increase very much, but you may pur-
chase a bank certificate of deposit and some shares in a money market mutual fund.
As your wealth continues to increase, you may begin to purchase individual stocks and
bonds. In general, however, when we view financial markets as a whole, we can assume
that an increase in wealth will increase the quantity demanded for most financial
assets.

Expected Rate of Return Given your wealth, how do you decide which assets to add
to your portfolio? You probably want to invest in assets with high rates of return. As we
saw in Chapter 3, though, the rate of return for a particular holding period includes
the rate of capital gain, which an investor can calculate only at the end of the period.
Suppose that you are considering investing in an IBM 8% coupon bond that has a cur-
rent price of $950. You know that you will receive a coupon payment of $80 during the
year, but you do not know what the price of the IBM bond will be at the end of the
year, so you cannot calculate your rate of return ahead of time. You can, though, make
informed estimates of the price of the bond one year from now, so you can calculate
an expected rate of return (which we simplify to expected return).

To keep the example simple, suppose you believe that at the end of the year, there
are only two possibilities: (1) The bond will have a price of $1,016.50, in which case
you will have earned a capital gain of 7% and a rate of return of 8% + 7% = 15%; or
(2) the bond will have a price of $921.50, in which case you will have suffered a cap-
ital loss of -3% and will have a return of 8% -3% = 5%. The probability of an event
occurring is the chance that the event will occur, expressed as a percentage. In this
case, let’s assume that you believe that the probability of either of the prices occur-
ring is 50%. In general, we calculate the expected return on an investment using this
formula:

This formula can be expanded to take into account as many events as the investor con-
siders relevant. Applying the formula in this case gives us:

One way to think of expected returns is as long-run averages. That is, if you invest-
ed in this bond over a period of years, and your probabilities of the two possible
returns occurring are correct, then in half of the years you would receive a return of
15% and in the other half you would receive a return of 5%. So, on average, your return
would be 10%. Of course, this is a simplified example because we assumed that there
are only two possible returns, when in reality there are likely to be many possible
returns. We also assumed that it is possible to assign exact probabilities for each return,
when in practice that would often be difficult to do. Nevertheless, this example cap-
tures the basic idea that in making choices among financial assets, investors need to
consider possible returns and the probability of those returns occurring.

Risk Now suppose that you are choosing between investing in the IBM bond just
described and investing in a GE bond that you believe will have a return of 12% with

Expected return = (0.50)(15%) + (0.50)(5%) = 10%.

+ [(Probability of event 2 occurring) * (Value of event 2)].
Expected return = [(Probability of event 1 occurring) * (Value of event 1)]

Expected return The
return expected on an asset
during a future period; also
known as expected rate of
return.
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a probability of 50% or a return of 8% with a probability of 50%. The expected return
on the GE bond is

or the same as for the IBM bond. Although the expected returns are the same, most
investors would prefer the GE bond because the IBM bond has greater risk. So far, we
have mentioned default risk and interest rate risk, but economists have a general defi-
nition of risk that includes these and other types of risk: Risk is the degree of uncer-
tainty in the return on an asset. In particular, the greater the chance of receiving a
return that is farther away from the asset’s expected return, the greater the asset’s risk.
In the case of the two bonds, the IBM bond has greater risk because an investor could
expect to receive returns that are either 5 percentage points higher or lower than the
expected return, while an investor in the GE bond could expect to receive returns that
are only 2 percentage points higher or lower than the expected return. To provide an
exact measure of risk, economists measure the volatility of an asset’s returns by calcu-
lating the standard deviation of an asset’s actual returns over the years. If you have
taken a course in statistics, recall that standard deviation is a measure of how dispersed
a particular group of numbers is.

Most investors are risk averse, which means that in choosing between two assets
with the same expected returns, they would choose the asset with the lower risk. Risk-
averse investors will invest in an asset that has greater risk only if they are compensated
by receiving a higher return. Because most investors are risk averse, in financial mar-
kets we observe a trade-off between risk and return. So, for example, assets such as bank
CDs have low rates of return but also low risk, while assets such as shares of stock have
high rates of return but also high risk. It makes sense that investors are usually risk
averse because many individuals purchase financial assets as part of a savings plan to
meet future expenses, such as buying a house, paying college tuition for their children,
or having sufficient funds for retirement. They want to avoid having assets fall in value
just when they need the funds.

Some investors are actually risk loving, which means they prefer to gamble by hold-
ing a risky asset with the possibility of maximizing returns. In our example, a risk-loving
investor would be attracted to the IBM bond with its 50% probability of a 15% return,
even though the bond also has a 50% probability of a 5% return. Finally, some
investors are risk neutral, which means they would make their investment decisions on
the basis of expected returns, ignoring risk.

(0.50)(12%) + (0.50)(8%) = 10%,

Risk The degree of uncer-
tainty in the return on an
asset.

Making the Connection

Fear the Black Swan!
The table on the next page provides data for the period from 1926 to 2009 on four
financial assets that are widely owned by investors. The “small” companies in the table
are only small in the context of the U.S. stock market. In fact, they are fairly large, with
the total value of their shares of stock being between $300 million and $2 billion.
Investors are unwilling to buy stock from truly small companies, such as a local restau-
rant, because they lack sufficient information on the financial health of these compa-
nies. The “large” companies are the 500 firms included in the S&P 500, which is the
most common average of the stock prices of firms valued at more than $10 billion. The
average annual return is the simple average of the 84 yearly returns for each of the four
assets during this period. Risk is measured as the volatility of the annual returns and is
calculated as the standard deviation of each asset’s annual returns during this period.
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The data in the second and third columns of the table illustrate the trade-off
between risk and return. Investors in stocks of small companies during these years
experienced the highest average returns but also accepted the most risk. Investors in
U.S. Treasury bills experienced the lowest average returns but also the least risk.

Financial asset
Average annual 
rate of return Risk

Small company stocks 17.3% 33.4%
Large company stocks 11.7 20.6
Corporate bonds 6.5 8.6
U.S. Treasury bills 3.7 3.8

Source: Morningstar/Ibbotson.

The conventional measure of risk used in the table gives us a good idea of the
range within which returns typically fluctuate. Sometimes, though, returns occur that
are far outside of the usual range of returns. For instance, during 2008, at the height of
the financial crisis, investors in large stocks suffered a 37% loss. The probability of such
a large loss was less than 5%. Stocks performed so poorly because the collapse of the
housing market set off a financial crisis and the worst recession since the Great
Depression of the 1930s. Nassim Nicholas Taleb, a professional investor and professor
at New York University, has popularized the term black swan event to refer to rare
events that have a large impact on society or the economy. The name comes from the
fact that until Europeans discovered black swans in Australia in 1697, they believed
that all swans were white. So, a black swan event is surprising and contrary to previous
experience. Some economists see the financial crisis as a black swan event because
before it occurred, few believed it was possible.

Economists and investment professionals have begun to consider whether conven-
tional measures of risk need to be revised in light of the financial crisis of 2007–2009.
Some economists argue that when investors choose among assets, they need to consider
both the range of likely returns and their losses if an unlikely event should occur. New
measures of risk such as expected shortfall or conditional expected risk require sophisti-
cated calculations but may allow investors to better gauge the risks their portfolios will
be exposed to if an unlikely event occurs.

The financial crisis revealed that for the average investor calculating risk when
building a portfolio is more difficult than most investors used to think.

Sources: Nassim Nicholas Taleb, The Black Swan: The Impact of the Highly Improbable, 2nd ed., New
York: Random House, 2010; and Peng Chen, “Is Modern Portfolio Theory Obsolete?” Morningstar.com,
January 15, 2010.

Test your understanding by doing related problem 1.9 on page 118 at the end of
this chapter.

Liquidity We saw in Chapter 2 that liquidity is the ease with which an asset can be
exchanged for money. Assets with greater liquidity help savers to smooth spending
over time or to access funds for emergencies. For example, if you invest in certain assets
to meet unanticipated medical expenses, you want to be able to sell those assets quickly if you
need the money for an operation. The greater an asset’s liquidity, the more desirable
the asset is to investors. All else equal, investors will accept a lower return on a more
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Table 4.1 Determinants of Portfolio Choice

An increase in . . .

causes the quantity 
demanded of the asset 
in the portfolio to . . . because . . .

wealth rise investors have a greater stock of
savings to allocate.

expected return on an asset 
relative to expected returns on
other assets

rise investors gain more from hold-
ing the asset.

risk (that is, the variability of
returns)

fall most investors are risk averse.

liquidity (that is, the ease with
which an asset can be converted
to cash)

rise the asset can be easily converted
to cash to finance consumption.

information costs fall investors must spend more time
and money acquiring and ana-
lyzing information on the asset
and its returns.

liquid asset than on a less liquid asset. Therefore, just as there is a trade-off between
risk and return, there is a trade-off between liquidity and return. You are willing to
accept a very low—possibly zero—interest rate on your checking account because you
have immediate access to those funds.

The Cost of Acquiring Information Investors find assets more desirable if they don’t
have to spend time or money acquiring information about them. For instance, infor-
mation on bonds issued by the federal government is easy to obtain. Every guide to
investment explains that the federal government is very unlikely to default on its
bonds, and the prices and yields on federal government bonds are easily found in the
Wall Street Journal or at a Web site such as finance.yahoo.com. If a new company issues
a bond, however, investors must spend time and money collecting and analyzing infor-
mation about the company before deciding to invest.

All else being equal, investors will accept a lower return on an asset that has lower
costs of acquiring information. Therefore, just as there are trade-offs between risk and
return and between liquidity and return, there is a trade-off between the cost of
acquiring information and return.

We can summarize our discussion of the determinants of portfolio choice by noting
that desirable characteristics of a financial asset cause the quantity of the asset demanded by
investors to increase, and undesirable characteristics of a financial asset cause the quantity of
the asset demanded to decrease. Table 4.1 summarizes the determinants of portfolio choice.

Diversification
It might appear that after weighing the attributes of different assets, an investor should
end up with a portfolio composed of what he or she believes to be the one “best” asset.
In fact, though, nearly all investors have multiple assets in their portfolios. They do so
because the real world is full of uncertainty, and despite intensive analysis, an investor
cannot be certain that an asset will perform as expected. To compensate for the inabil-
ity to find a perfect asset, investors typically hold various types of assets, such as shares
of stock issued by different firms. Dividing savings among many different assets is
called diversification.

Diversification Dividing
wealth among many differ-
ent assets to reduce risk.
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Investors can take advantage of the fact that the returns on assets typically do not
move together perfectly. For example, you may own shares of stock in Ford Motor
Company and Apple. During a recession, the price of Ford’s shares may fall as car sales
decline, while the price of Apple’s shares may rise if the firm introduces a popular new
electronic product that consumers buy in large quantities, despite the recession.
Similarly, the price of shares of the pharmaceutical firm Merck may fall if a new pre-
scription drug unexpectedly fails to receive approval from the federal government,
while the price of shares of Red Robin Gourmet Burgers may soar after the chain intro-
duces a burger made of cauliflower and Brussels sprouts that becomes a sensation. So,
the return on a diversified portfolio is more stable than are the returns on the individ-
ual assets that make up the portfolio.

Investors cannot eliminate risk entirely because assets share some common risk
called market (or systematic) risk. For example, economic recessions and economic
expansions can decrease or increase returns on stocks as a whole. Few investments did
well during the financial crisis of 2007–2009. Assets also carry their own unique risk
called idiosyncratic (or unsystematic) risk. For example, the price of an individual
stock can be affected by unpredictable events such as scientific discoveries, worker
strikes, and unfavorable lawsuits that affect the profitability of the firm. Diversification
can eliminate idiosyncratic risk but not systematic risk.

Market (or systematic)
risk Risk that is common to
all assets of a certain type,
such as the increases and
decreases in stocks result-
ing from the business cycle.

Idiosyncratic (or unsys-
tematic) risk Risk that
pertains to a particular
asset rather than to the
market as a whole, as
when the price of a partic-
ular firm’s stock fluctuates
because of the success or
failure of a new product.

Making the Connection

How Much Risk Should You Tolerate in Your Portfolio?
Although all investments are risky—a point any saver who experienced the financial
crisis of 2007–2009 knows too well!—you can take steps to understand and manage
risk when building your portfolio. Financial planners encourage their clients to evalu-
ate their financial situation and their willingness to bear risk in determining whether
an investment is appropriate.

One important factor in deciding on the degree of risk to accept is your time hori-
zon. Funds you are saving to buy a home in the next few years should probably be
invested in low-risk assets, such as bank certificates of deposit, even though those assets
will have low returns. If you are saving for a retirement that won’t begin for several
decades, you can take advantage of the long-term gains from riskier investments, such
as shares of stock, without much concern for short-term variability in returns. As you
approach retirement, you can then switch to a more conservative strategy to avoid los-
ing a substantial portion of your savings.

The following two typical financial plans of younger and older savers differ in the
time horizon and savings goals:

Younger Saver Older Saver

Description Younger than age 50 and wishes to
build the value of a financial 
portfolio over more than 10 years.

Close to retirement age with a port-
folio at or near the amount the
investor needs to retire.

Financial
goal

Accumulate funds by earning high
long-term returns.

Conserve existing funds to earn a
return slightly above the inflation
rate.

Portfolio
plan

Build portfolio based on maximizing
expected returns, with only limited
concern for the variability of returns.

Reduce risk by selecting safe assets
to earn an expected return after
inflation of about zero.
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Market Interest Rates and the Demand and 
Supply for Bonds
We can use the determinants of portfolio choice just discussed to show how the inter-
action of the demand and supply for bonds determines market interest rates. Although
demand and supply analysis should be familiar from your introductory economics
course, applying this analysis to the bond market involves a difficulty. Typically, we
draw demand and supply graphs with the price of the good or service on the vertical
axis. Although we are interested in the prices of bonds, we are also interested in their
interest rates. Fortunately, as we learned in Chapter 3, the price of a bond, P, and its
yield to maturity, i, are linked by the arithmetic of the equation showing the price of a
bond with coupon payments C that has a face value FV and that matures in n years:

Because the coupon payment and the face value do not change, once we have
determined the equilibrium price in the bond market, we have also determined the
equilibrium interest rate. With this approach to showing how market interest rates are
determined, sometimes called the bond market approach, we are considering the bond
as the “good” being traded in the market. The bond market approach is most useful
when considering how the factors affecting the demand and supply for bonds affect the
interest rate. An alternative approach, called the market for loanable funds approach,
treats the funds being traded as the good. The loanable funds approach is most useful
when considering how changes in the demand and supply of funds affect the interest
rate. As we will see in section 4.4, we can use the loanable funds approach to analyze
connections between U.S. and foreign financial markets. The two approaches are, in
fact, equivalent. As in other areas of economics, which model we use depends on which
aspects of a problem are most important in a particular situation.

A Demand and Supply Graph of the Bond Market
Figure 4.1 illustrates the market for bonds. For simplicity, let’s assume that this is the
market for a one-year discount bond that has a face value of $1,000 at maturity. The
figure shows that the equilibrium price for this bond is $960, and the equilibrium

P =
C

(1 + i)
+

C

(1 + i)2 +
C

(1 + i)3 + Á +
C

(1 + i)n +
FV

(1 + i)n.

Finally, in assessing your saving plan, you must consider the effects of inflation and
taxes. We saw in Chapter 3 the important difference between real and nominal interest
rates. In addition, the federal government taxes the returns from most investments, as
do some state and local governments. Depending on the investment, your real, after-
tax return may be considerably different from your nominal pretax return. Many
investors choose to invest in stocks because they understand that over the long run
investing in safe assets, such as U.S. Treasury bills, may leave them with a very small real
return. In Chapter 5, we will look further at how differences in tax treatment can affect
the returns on certain investments.

Understanding how risk, inflation, and taxation affect your investments will help
you reduce emotional reactions to market volatility and make better-informed invest-
ment decisions.

Test your understanding by doing related problems 1.10 and 1.11 on page 118 at
the end of this chapter.

4.2

Learning Objective
Use a model of
demand and supply to
determine market
interest rates for bonds.
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Figure 4.1

The Market for Bonds
The equilibrium price of bonds is
determined in the bond market.
By determining the price of
bonds, the bond market also
determines the interest rate on
bonds. In this case, a one-year
discount bond with a face value
of $1,000 has an equilibrium
price of $960, which means it has
an interest rate (i) of 4.2%. The
equilibrium quantity of bonds is
$500 billion.•

quantity of bonds is $500 billion. We can calculate the interest rate on the bond using
the formula from Chapter 3 for a one-year discount bond that sells for price P with
face value FV:

or, in this case:

As with markets for goods and services, we draw the demand and supply curves for
bonds holding constant all factors that can affect demand and supply, other than the
price of bonds. The demand curve for bonds represents the relationship between 
the price of bonds and the quantity of bonds demanded by investors, holding constant
all other factors. As the price of bonds increases, the interest rates on the bonds will fall,
and the bonds will become less desirable to investors, so the quantity demanded will
decline. Therefore, the demand curve for bonds is downward sloping, as shown in
Figure 4.1. Next, think about the supply curve for bonds. The supply curve represents
the relationship between the price of bonds and the quantity of bonds supplied by
investors who own existing bonds and by firms that are considering issuing new bonds. As
the price of bonds increases, their interest rates will fall, and holders of existing bonds
will be more willing to sell them. Some firms will also find it less expensive to finance
projects by borrowing at the lower interest rate and will issue new bonds. For both of
these reasons, the quantity of bonds supplied will increase.

As with markets for goods and services, if the bond market is currently in equilib-
rium, it will stay there, and if it is not in equilibrium, it will move to equilibrium. For
example, in Figure 4.2, suppose that the price of bonds is currently $980, which is
above the equilibrium price of $960. At this higher price, the quantity demanded is
$400 billion (point B), which is less than the equilibrium quantity demanded, while the
quantity supplied is $600 billion (point C), which is greater than the equilibrium
quantity supplied. The result is that there is an excess supply of bonds equal to $200 bil-
lion. Investors are buying all the bonds they want at the current price, but some sellers
cannot find buyers. These sellers have an incentive to reduce the price they are willing

i =
$1,000 - $960

$960
= 0.042, or 4.2%.

i =
FV - P

P
,
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Equilibrium in Markets 
for Bonds
At the equilibrium price of bonds
of $960, the quantity of bonds
demanded by investors equals
the quantity of bonds supplied by
borrowers. At any price above
$960, there is an excess supply of
bonds, and the price of bonds
will fall. At any price below $960,
there is an excess demand for
bonds, and the price of bonds
will rise. The behavior of bond
buyers and sellers pushes the
price of bonds to the equilibrium
of $960.•

to accept for bonds so that investors will buy their bonds. This downward pressure on
bond prices will continue until the price has fallen to the equilibrium price of $960
(point E).

Now suppose that the price of bonds is $950, which is below the equilibrium price
of $960. At this lower price, the quantity demanded is $550 billion (point A), which is
greater than the equilibrium quantity demanded, while the quantity supplied is $450
billion (point D), which is less than the equilibrium quantity supplied. The result is
that there is an excess demand for bonds equal to $100 billion. Investors and firms can
sell all the bonds they want at the current price, but some buyers cannot find sellers.
These buyers have an incentive to increase the price at which they are willing to buy
bonds so that firms and other investors will be willing to sell bonds to them. This
upward pressure on bond prices will continue until the price has risen to the equilib-
rium price of $960.

Explaining Changes in Equilibrium Interest Rates
In drawing the demand and supply curves for bonds in Figure 4.1, we held constant
everything that could affect the willingness of investors to buy bonds—or firms and
investors to sell bonds—except for the price of bonds. You may remember from your
introductory economics course the distinction between a change in the quantity
demanded (or the quantity supplied) and a change in demand (or supply). If the price of
bonds changes, we move along the demand (or supply) curve, but the curve does not
shift, so we have a change in quantity demanded (or supplied). If any other relevant
variable—such as wealth or the expected rate of inflation—changes, then the demand
(or supply) curve shifts, and we have a change in demand (or supply). In the next sec-
tions, we review the most important factors that cause the demand curve or the sup-
ply curve for bonds to shift.

Factors That Shift the Demand Curve for Bonds
In section 4.1, we discussed the factors that determine which assets investors include
in their portfolios. A change in any of these five factors will cause the demand curve
for bonds to shift:



Market Interest Rates and the Demand and Supply for Bonds 97

2b. Bond
price falls

$980

960

940

$400 500 600

E2

E1

E3

P
ri

ce
 o

f
b

o
n

d
s

S

D2

D1D3

Quantity of bonds
(billions of dollars)

1a. Attractiveness of
holding bonds rises

1b. Bond
price rises

2a. Attractiveness of
holding bonds falls

Figure 4.3

Shifts in the Demand
Curve for Bonds
An increase in wealth, holding all
other factors constant, will shift
the demand curve for bonds to
the right. As the demand curve
for bonds shifts to the right, the
equilibrium price of bonds rises
from $960 to $980, and the equi-
librium quantity of bonds
increases from $500 billion to
$600 billion. A decrease in
wealth, holding all other factors
constant, will shift the demand
curve for bonds to the left, reduc-
ing both the equilibrium price
and equilibrium quantity. As the
demand curve for bonds shifts to
the left, the equilibrium price
falls from $960 to $940, and the
equilibrium quantity of bonds
decreases from $500 billion to
$400 billion.•

1. Wealth
2. Expected return on bonds
3. Risk
4. Liquidity
5. Information costs

Wealth When the economy is growing, households will accumulate more wealth. The
wealthier savers are, the larger the stock of savings they have available to invest in
financial assets, including bonds. Therefore, as Figure 4.3 shows, an increase in wealth,
holding all other factors constant, will shift the demand curve for bonds to the right 
from D1 to D2 as savers are willing and able to buy more bonds at any given price. In
the figure, as the demand curve for bonds shifts to the right, the equilibrium price of
bonds rises from $960 to $980, and the equilibrium quantity of bonds increases from
500 billion to $600 billion. So, equilibrium in the bond market moves from point E1 to
point E2. During a recession, as occurred during 2007–2009, households will experi-
ence declining wealth, and, holding all other factors constant, the demand curve for
bonds will shift to the left, reducing both the equilibrium price and equilibrium quan-
tity. In Figure 4.3, as the demand curve for bonds shifts to the left from D1 to D3, the
equilibrium price falls from $960 to $940, and the equilibrium quantity of bonds
decreases from $500 billion to $400 billion. So, equilibrium in the bond market moves
from point E1 to point E3.

Expected Return on Bonds If the expected return on bonds rises relative to expected
returns on other assets, investors will increase their demand for bonds, and the demand
curve for bonds will shift to the right. If the expected return on bonds falls relative to
expected returns on other assets, the demand curve for bonds will shift to the left. Note
that it is the expected return on bonds relative to the expected returns on other assets
that causes the demand curve for bonds to shift. For instance, if the expected return on
bonds remained unchanged, while investors decided that the return from investing in
stocks would be higher than they had previously expected, the relative return on bonds
would fall, and the demand curve for bonds would shift to the left.
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The expected return on bonds is affected by the expected inflation rate. We saw in
Chapter 3 that the expected real interest rate equals the nominal interest rate minus the
expected inflation rate. An increase in the expected inflation rate reduces the expected
real interest rate. Similarly, the expected real return on bonds equals the nominal return
minus the expected inflation rate. An increase in the expected inflation rate reduces the
expected real return on bonds, which will reduce the willingness of investors to buy
bonds and shift the demand curve for bonds to the left. A decrease in the expected infla-
tion rate will increase the expected real return on bonds, increasing the willingness of
investors to buy bonds and shift the demand curve for bonds to the right.

Risk An increase in the riskiness of bonds relative to the riskiness of other assets
decreases the willingness of investors to buy bonds and causes the demand curve for
bonds to shift to the left. A decrease in the riskiness of bonds relative to the riskiness
of other assets increases the willingness of investors to buy bonds and causes the
demand curve for bonds to shift to the right. It is the perceived riskiness of bonds
relative to other assets that matters. If the riskiness of bonds remains unchanged but
investors decide that stocks are riskier than they had previously believed, the relative
riskiness of bonds will decline, investors will increase their demand for bonds, and the
demand curve for bonds will shift to the right. In fact, during late 2008 and early 2009,
many investors believed that the riskiness of investing in stocks had increased. As a
result, investors increased their demand for bonds, which drove up the equilibrium
price of bonds and, therefore, drove down the equilibrium interest rate on bonds. The
quantity of corporate bonds issued in the United States in 2009 soared to $2.84 tril-
lion, which was 38% more than in 2008.

Liquidity Investors value liquidity in an asset because an asset with greater liquidity can
be sold more quickly and at a lower cost if the investor needs the funds to, say, buy a car
or invest in another asset. If the liquidity of bonds increases, investors demand more
bonds at any given price, and the demand curve for bonds shifts to the right. A decrease
in the liquidity of bonds shifts the demand curve for bonds to the left. Once again,
though, it is the relative liquidity of bonds that matters. For instance, online trading sites
first appeared during the 1990s. These sites allowed investors to buy and sell stocks at a
very low cost, so the liquidity of many stocks increased. The result was that the relative
liquidity of bonds decreased, and the demand curve for bonds shifted to the left.

Information Costs The information costs investors must pay to evaluate assets affect
their willingness to buy those assets. For instance, beginning in the 1990s, financial
information began to be easily available on the Internet either for free or for a low
price. Previously, an investor could find this information only by paying for a subscrip-
tion to a newsletter or by spending hours in libraries, gathering data from annual
reports and other records. Although the Internet helped to lower the information costs
for both stocks and bonds, the effect appears to have been greater for bonds. Because
stocks had been more widely discussed in the Wall Street Journal and other newspapers
and magazines, while bonds had been less discussed, the impact of the Internet on the
information available on bonds was greater. As a result of the lower information costs,
the demand curve for bonds shifted to the right. During the financial crisis, many
investors came to believe that for certain types of bonds—particularly mortgage-
backed securities—they lacked sufficient information to gauge the likelihood that the
bonds might default. Gathering sufficient information appeared to be very costly, if it
were possible at all. As a result of these higher information costs, the demand curve for
bonds shifted to the left.
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Table 4.2 Factors That Shift the Demand Curve for Bonds
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Table 4.2 summarizes reasons that the demand curve for bonds might shift.
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Factors That Shift the Supply Curve for Bonds
Shifts in the supply curve for bonds result from changes in factors other than the price
of bonds that affect either the willingness of investors who own bonds to sell them or
the willingness of firms and governments to issue additional bonds. Four factors are
most important in explaining shifts in the supply curve for bonds:

1. Expected pretax profitability of physical capital investments
2. Business taxes
3. Expected inflation
4. Government borrowing

Expected Pretax Profitability of Physical Capital Investments Most firms borrow
funds to finance the purchase of real physical capital assets, such as factories and
machine tools, that they expect to use over several years to produce goods and services.
The more profitable firms expect investment in physical assets to be, the more funds
firms want to borrow by issuing bonds. During the late 1990s, many firms came to
believe that investing in Web sites that would allow them to make online sales to con-
sumers would be very profitable. The result was a boom in investment in physical cap-
ital in the form of computers, servers, and other information technology, and an
increase in bond sales.

Figure 4.4 shows how an increase in firms’ expectations of the profitability of invest-
ments in physical capital will, holding all other factors constant, shift the supply curve for
bonds to the right as firms issue more bonds at any given price. In the figure, as the sup-
ply curve for bonds shifts to the right, from S1 to S2, the equilibrium price of bonds falls
from $960 to $940, and the equilibrium quantity of bonds increases from $500 billion to
$575 billion. During a recession, firms often become pessimistic about the profits they
could earn from investing in physical capital, with the result that, holding all other factors
constant, the supply curve for bonds will shift to the left, increasing the equilibrium price
of bonds, while decreasing the equilibrium quantity. In Figure 4.4, as the supply curve for
bonds shifts to the left, from S1 to S3, the equilibrium price increases from $960 to $975,
and the equilibrium quantity of bonds decreases from $500 billion to $400 billion.
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Shifts in the Supply 
Curve of Bonds
An increase in firms’ expecta-
tions of the profitability of invest-
ments in physical capital will,
holding all other factors constant,
shift the supply curve for bonds
to the right as firms issue more
bonds at any given price. As the
supply curve for bonds shifts to
the right, the equilibrium price of
bonds falls from $960 to $940,
and the equilibrium quantity of
bonds increases from $500 bil-
lion to $575 billion. If firms
become pessimistic about the
profits they could earn from
investing in physical capital, then,
holding all other factors constant,
the supply curve for bonds will
shift to the left. As the supply for
bonds shifts to the left, the equi-
librium price increases from $960
to $975, and the equilibrium
quantity of bonds decreases from
$500 billion to $400 billion.•
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The Federal Budget
With the exception of a few years
in the late 1990s, the federal gov-
ernment has typically run a
budget deficit. The recession of
2007–2009 led to record deficits
that required the federal govern-
ment to borrow heavily by selling
bonds.

Source: U.S. Bureau of Economic
Analysis.•

Business Taxes Taxes on businesses also affect firms’ expectations about future prof-
itability because firms focus on the profits they have left after paying taxes. So, when
business taxes are raised, the profits firms earn on new investments in physical capital
decline, and firms issue fewer bonds. The result is that the supply curve for bonds will
shift to the left. When the federal government cuts business taxes by enacting an invest-
ment tax, firms reduce their tax payments by a fraction of their spending on new phys-
ical capital. These lower taxes raise firms’ profits on new investment projects, which
leads firms to issue more bonds. So, the supply curve for bonds shifts to the right.

Expected Inflation We have seen that an increase in the expected rate of inflation
reduces investors’ demand for bonds by reducing the expected real interest rate that
investors receive for any given nominal interest rate. From the point of view of a firm
issuing a bond, a lower expected real interest rate is attractive because it means the firm
pays less in real terms to borrow funds. So, an increase in the expected inflation rate
results in the supply curve for bonds shifting to the right, as firms supply a greater
quantity of bonds at every price. A decrease in the expected inflation rate results in the
supply curve for bonds shifting to the left.

Government Borrowing So far, we have emphasized how the decisions of house-
holds and firms affect bond prices and interest rates. Decisions by governments can
also affect bond prices and interest rates. For example, many economists believe
that a series of large U.S. federal government budget deficits during the 1980s and
early 1990s caused interest rates to be somewhat higher than they otherwise would
have been.

When we talk about the “government sector” in the United States, we include not
just the federal government but also state and local governments. The government sec-
tor is typically both a lender—as when the federal government makes loans to college
students and small businesses—and a borrower. In recent years, the federal government
has borrowed an enormous amount from U.S. and foreign investors as tax receipts have
fallen far short of spending. The result has been large federal budget deficits. Figure 4.5
shows changes in the federal budget deficit and surplus in the years since 1960. During
most of these years, the federal budget has been in deficit, except for a few years in the
late 1990s, when tax receipts exceeded government expenditures. The large deficits
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beginning in 2007 resulted, in part, from the severity of the 2007–2009 recession. When
the economy enters a recession, tax receipts automatically decline as household incomes
and business profits fall and the federal government automatically increases spending
on unemployment insurance and other programs for the unemployed. In addition, the
severity of the recession led to dramatic increases in spending and cuts in taxes by
Congress and presidents George W. Bush and Barack Obama.

We can analyze the effect on the bond market of changes in the government’s
budget deficit or surplus. Suppose the federal government increases spending without
increasing taxes. When the government finances the resulting deficit by issuing bonds,
the supply curve for bonds will shift to the right. If we assume for now that households
leave their saving unchanged in response to the government’s increased borrowing,
then the result of the government budget deficit, holding other factors constant, is to
cause the equilibrium price of bonds to fall and the equilibrium quantity of bonds to
rise. Because bond prices and interest rates move in opposite directions, the equilibri-
um interest rate will rise.

When the government runs a deficit, households may look ahead and conclude
that at some point the government will have to raise taxes to pay off the bonds issued
to finance the deficit. To prepare for those future higher tax payments, households may
begin to increase their saving. This increased saving will shift the demand curve for
bonds to the right at the same time that the supply curve for bonds shifts to the right
because of the deficit. The effects of these two shifts on the interest rate might offset
each other. In that case, the interest rate would not rise in response to the increase in
government borrowing. However, studies by economists suggest that households do
not increase their current saving by the full amount of an increase in the government
budget deficit. Therefore, interest rates are likely to rise somewhat, all else being equal,
in response to an increase in government borrowing.

We can summarize that, if nothing else changes, an increase in government bor-
rowing shifts the bond supply curve to the right, reducing the price of bonds and
increasing the interest rate. A fall in government borrowing shifts the bond supply
curve to the left, increasing the price of bonds and decreasing the interest rate.

Table 4.3 on the next page summarizes the factors that shift the supply curve for
bonds.

The Bond Market Model and Changes 
in Interest Rates
Movements in interest rates occur because of shifts in either the demand for bonds, the
supply of bonds, or both. In this section, we consider two examples of using the bond
market model to explain changes in interest rates: (1) the movement of interest rates
over the business cycle, which refers to the alternating periods of economic expansion
and economic recession experienced by the United States and most other economies;
and (2) the Fisher effect, which describes the movement of interest rates in response to
changes in the rate of inflation. In practice, many shifts in bond demand and bond
supply occur simultaneously, and economists sometimes have difficulty determining
how much each curve may have shifted.

Why Do Interest Rates Fall During Recessions?
We can illustrate changes in interest rates over the business cycle by using the bond
market graph. At the beginning of an economic recession, households and firms expect

4.3

Learning Objective
Use the bond market
model to explain
changes in interest
rates.
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that for a period of time levels of production and employment will be lower than
usual. Households will experience declining wealth, and firms will become more 
pessimistic about the future profitability of investing in physical capital. As Figure 4.6
shows, declining household wealth causes the demand curve for bonds to shift to the
left, from D1 to D2, and firms’ declining expectations of the profitability of investments
in physical capital cause them to issue fewer bonds, which shifts the supply curve for
bonds to the left, from S1 to S2. The figure shows that the equilibrium price of bonds
rises from P1 to P2. We know that an increase in the equilibrium price of bonds results
in a decline in the equilibrium interest rate.

Table 4.3 Factors That Shift the Supply Curve for Bonds
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Notice that if during a recession the demand curve for bonds shifted to the left by
more than the supply curve for bonds, the equilibrium price of bonds might fall and,
therefore, the equilibrium interest rate might rise. Evidence from U.S. data indicates
that interest rates typically fall during recessions (and rise during economic expan-
sions), which suggests that across the business cycle, the supply curve for bonds shifts
more than does the demand curve.

How Do Changes in Expected Inflation Affect Interest Rates? 
The Fisher Effect
Equilibrium in the bond market determines the price of bonds and the nominal inter-
est rate. In fact, though, borrowers and lenders are interested in the real interest rate
because they are concerned with the value of the payments they make or receive after
adjusting for the effects of inflation. After the fact, we can compute the actual real
interest rate by subtracting the actual inflation rate from the nominal interest rate. But
investors and firms don’t know ahead of time what the inflation rate will turn out to
be. Therefore, they must form expectations of the inflation rate. Equilibrium in the
bond market, then, should reflect the beliefs of borrowers and lenders about the
expected real interest rate, which equals the nominal interest rate minus the expected
inflation rate.

Irving Fisher, an economist at Yale University during the early twentieth centu-
ry, argued that if equilibrium in the bond market indicated that lenders were willing
to accept and borrowers were willing to pay a particular real interest rate, such as 3%,
then any changes in expected inflation should cause changes in the nominal interest
rate that would leave the real interest rate unchanged. For example, say that the cur-
rent nominal interest rate is 5%, while the expected inflation rate is 2%. In that case,
the expected real interest rate is 3%. Suppose now that investors and firms decide
that the future inflation rate is likely to be 4%. Fisher argued that the result will be
an increase in the nominal interest rate from 5% to 7%, which would leave the
expected real interest rate unchanged, at 3%. Or, more generally, what is known as
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Interest Rate Changes in
an Economic Downturn
1. From an initial equilibrium at
E1, an economic downturn
reduces household wealth and
decreases the demand for bonds
at any bond price. The bond
demand curve shifts to the left,
from D1 to D2.
2. The fall in expected profitability
reduces lenders’ supply of bonds
at any bond price. The bond sup-
ply curve shifts to the left, from
S1 to S2.
3. In the new equilibrium, E2, the
bond price rises from P1 to P2.•
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the Fisher effect states that the nominal interest rate rises or falls point-for-point with
changes in the expected inflation rate.

Is the Fisher effect consistent with our understanding of how demand and sup-
ply adjust in the bond market? Figure 4.7 shows that it is. Suppose that initially 
participants in the bond market expect the inflation rate to be 2% and that the mar-
ket is currently in equilibrium at P1, determined by the intersection of D1 and S1. Now
suppose that participants in the bond market come to believe that the future inflation
rate will be 4%. As we have seen in the previous section, an increase in the expected
inflation rate will cause the demand curve for bonds to shift to the left, from D1 to D2,
because the expected real interest rate investors receive from owning bonds will fall.
At the same time, an increase in the expected inflation rate will cause the supply curve
to shift to the right, from S1 to S2, as the expected real interest rate firms pay on bonds
will fall.

In response to the rise in expected inflation, both the demand curve and supply
curve for bonds shift. In the new equilibrium, the price of bonds is lower, and, there-
fore, the nominal interest rate is higher. In the figure, the equilibrium quantity of
bonds does not change because the nominal interest rate rises by an amount exactly
equal to the change in expected inflation. In other words, the figure shows the Fisher
effect working exactly. In practice, economists have found that various real-world fric-
tions result in nominal interest rates not always increasing or decreasing by exactly the
amount of a change in expected inflation. These real-world frictions include the pay-
ments brokers and dealers charge when buying and selling bonds for investors and the
taxes investors must pay on some purchases and sales of bonds.

Nevertheless, the discussion of the Fisher effect alerts us to two important facts
about the bond market:

1. Higher inflation rates result in higher nominal interest rates, and lower inflation
rates result in lower nominal interest rates.

2. Changes in expected inflation can lead to changes in nominal interest rates before
a change in actual inflation has occurred.

Fisher effect The assertion
by Irving Fisher that the
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falls point-for-point with
changes in the expected
inflation rate.
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Expected Inflation and
Interest Rates
1. From an initial equilibrium at
E1, an increase in expected infla-
tion reduces investors’ expected
real return, reducing investors’
willingness to buy bonds at any
bond price. The demand curve
for bonds shifts to the left, from
D1 to D2.
2. The increase in expected infla-
tion increases firms’ willingness
to issue bonds at any bond price.
The supply curve for bonds shifts
to the right, from S1 to S2.
3. In the new equilibrium, E2, the
bond price falls from P1 to P2.•
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Solving the Problem
Step 1 Review the chapter material. This problem is about the effect of inflation on

bond prices, so you may want to review the section “How Do Changes in
Expected Inflation Affect Interest Rates? The Fisher Effect,” which begins on
page 104.

Step 2 Answer part (a) by explaining why an increase in expected inflation may
make bonds a bad investment and illustrate your response with a graph.
We have seen in this chapter that an increase in expected inflation will affect
both the demand curve and the supply curve for bonds. Your graph should
show the demand curve for bonds shifting to the left, the supply curve shift-
ing to the right, and a new equilibrium with a lower price. Investors will suf-
fer capital losses if they hold bonds during a period when their prices fall.
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Solved Problem 4.3
Why Worry About Falling Bond Prices When the Inflation Rate Is Low?

We saw at the beginning of the chapter that even though
the actual inflation rate in late 2009 was quite low, finan-
cial advisor Bill Tedford forecast that inflation would
increase to 5% by 2011. He argued that this increase in
inflation made bonds a bad investment. Tedford was
hardly alone in offering this advice. For instance, in its
March 2010 issue, Consumer Reports magazine advised
its readers to “steer clear of long-term Treasury bonds.”

a. Explain why an increase in expected inflation will
make bonds a bad investment. Be sure to include in

your answer a demand and supply graph of the bond
market.

b. If inflation was not expected to increase until 2011,
should investors have waited until then to sell their
bonds? Briefly explain.

c. In its advice, Consumer Reports singles out “long-
term bonds” as an investment for its readers to avoid.
Why would long-term bonds be a worse investment
than short-term bonds if expected inflation was
increasing?

Source: “Get the Best Rates on Your Savings,” Consumer Reports, March 2010.
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In the graph, the equilibrium price falls from P1 to P2, while the quantity
of bonds remains unchanged, as in Figure 4.7 on page 105. Note that even if
the pure Fisher effect does not hold, we know that the price of bonds will still
be lower in the new equilibrium because the demand for bonds shifts to the
left, and the supply of bonds shifts to the right, even if the sizes of the shifts
may not be the same.

Step 3 Answer part (b) by discussing the difference in the effects of actual and
expected inflation on changes in bond prices. Changes in bond prices result
from changes in the expected rate of inflation. Current expectations of infla-
tion are already reflected in the nominal interest rate and, therefore, in the
price of bonds. For example, if buyers and sellers of bonds are willing to
accept an expected real interest rate of 3%, then if the expected inflation rate
is 1%, the nominal interest rate will be 4%. If buyers and sellers change their
expectations, the nominal interest will adjust. So, if Tedford was correct that
future inflation was going to be significantly higher, investors would be wise
to sell bonds right away. Waiting for bond investors and firms to adjust their
expectations would mean waiting until the nominal interest rate had risen
and bond prices had fallen. By then, it would be too late to avoid the capital
losses from owning bonds.

Step 4 Explain why long-term bonds are a particularly bad investment if expected
inflation increases. An increase in expected inflation will increase the nom-
inal interest rate on both short-term and long-term bonds. But, as we saw in
Chapter 3, the longer the maturity of a bond, the greater the change in price
as a result of a change in market interest rates. So, if expected inflation and
nominal interest rates rise, the capital losses on long-term bonds will be
greater than the capital losses on short-term bonds.

For more practice, do related problems 3.5 and 3.6 on page 120 at the end of this
chapter.

The Loanable Funds Model and the 
International Capital Market
In this chapter, we have analyzed the bond market from the point of view of the
demand and supply for bonds. An equivalent approach focuses on loanable funds. In
this approach, the borrower is the buyer because the borrower purchases the use of the
funds. The lender is the seller because the lender provides the funds being borrowed.
Although the two approaches are equivalent, the loanable funds approach is more use-
ful when looking at the flow of funds between the U.S. and foreign financial markets.
Table 4.4 on the next page summarizes the two views of the bond market.

The Demand and Supply of Loanable Funds
Figure 4.8 shows that the demand curve for bonds is equivalent to the supply curve for
loanable funds. In the figure, we consider again the case of a one-year discount bond
with a face value of $1,000. In panel (a), we show the demand curve for bonds, which is
the same as the one we showed in Figure 4.1 on page 95 (although we have labeled it Bd

rather than Demand), with the price of bonds on the vertical axis and the quantity of

4.4

Learning Objective
Use the loanable funds
model to analyze the
international capital
market.
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bonds on the horizontal axis. In panel (b), we show the supply curve for loanable funds,
with the interest rate on the vertical axis and the quantity of loanable funds on the hor-
izontal axis. Suppose in panel (a) that the price of the bond is initially $970, which cor-
responds to point A on the demand curve for bonds. At that price, the bond will have
an interest rate equal to ($1,000 - $970)/$970 = 0.031, or 3.1%, which we show as point
A on the supply curve for loanable funds. Now suppose that the price of the bond
declines to $950, which we show as point B on the demand curve for bonds. At this
lower price, the bond will have a higher interest rate, equal to ($1,000 - $950)/$950 =
0.053, or 5.3%, which we show as point B on the supply curve for loanable funds. From
the viewpoint of investors purchasing bonds—the bond market approach—the lower
price increases the quantity of bonds demanded. Equivalently, from the viewpoint of
investors providing loanable funds to borrowers—the loanable funds approach—the
higher interest rate increases the quantity of loanable funds supplied.
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Figure 4.8 The Demand for Bonds and the Supply of Loanable Funds

In panel (a), the bond demand curve, Bd, shows a negative relationship
between the quantity of bonds demanded by lenders and the price of bonds,
all else being equal.

In panel (b), the supply curve for loanable funds, Ls, shows a positive relation-
ship between the quantity of loanable funds supplied by lenders and the
interest rate, all else being equal.•

Table 4.4 Two Approaches to Analyzing the Bond Market

Demand and supply of 
bonds approach

Demand and supply of loanable
funds approach

What is the good? The bond The use of funds

Who is the buyer? The investor (lender) who buys 
a bond

The firm (borrower) raising funds

Who is the seller? The firm (borrower) who issues 
a bond

The investor (lender) supplying
funds

What is the price? The bond price The interest rate
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In panel (a), the bond supply curve, Bs, shows a positive relationship
between the quantity of bonds supplied by borrowers and the price of
bonds, all else being equal.

In panel (b), the demand curve for loanable funds, Ld, shows a negative rela-
tionship between the quantity of loanable funds demanded by borrowers
and the interest rate, all else being equal.•

Figure 4.9 shows that the supply curve for bonds is equivalent to the demand
curve for loanable funds. In panel (a), we show the supply curve for bonds. In panel
(b), we show the demand curve for loanable funds. Suppose in panel (a) that, once
again, the price of the bond is initially $970, which corresponds to point C on the
supply curve for bonds. At that price, we know that the bond will have an interest
rate equal to 3.1%, which we show as point C on the demand curve for loanable
funds. Now suppose that the price of the bond declines to $950, which we show as
point D on the supply curve for bonds. At this lower price, the bond will have a high-
er interest rate, equal to 5.3%, which we show as point D on the demand curve for
loanable funds. From the viewpoint of firms selling bonds—the bond market
approach—the lower price decreases the quantity of bonds supplied. Equivalently,
from the viewpoint of firms demanding loanable funds from borrowers—the loan-
able funds approach—the higher interest rate decreases the quantity of loanable
funds demanded.

Equilibrium in the Bond Market from the Loanable Funds Perspective
Figure 4.10 shows equilibrium in the bond market using the loanable funds approach.
Equilibrium occurs when the quantity of loanable funds demanded is equal to the
quantity of loanable funds supplied. In the figure, we assume that the funds being traded
are represented by a one-year discount bond with a face value of $1,000. The equilib-
rium interest rate is 4.2%, which is the interest rate on a one-year $1,000 bond with a
price of $960. Notice that this analysis gives us the same interest rate as in Figure 4.1
on page 95, which reminds us that the demand and supply of bonds model and the
demand and supply of loanable funds model are equivalent approaches.

It is important to note that any of the factors that we listed on page 99 as causing
the demand curve for bonds to shift will cause the supply curve for loanable funds to
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shift. Similarly, any of the factors that we listed on page 103 as causing the supply curve
for bonds to shift will cause the demand curve for loanable funds to shift.

The International Capital Market and the Interest Rate
We have not directly taken into account how the foreign sector influences the domestic
interest rate and the quantity of funds available in the domestic economy. In fact, for-
eign households, firms, and governments may want to lend funds to borrowers in the
United States if the expected returns are higher than in other countries. Similarly, if
opportunities are more promising outside the United States, loanable funds will be
drawn away from U.S. markets to investments abroad. The loanable funds approach
provides a good framework for analyzing the interaction between U.S. and foreign bond
markets. To keep matters simple, we assume that the interest rate is the expected real
rate of interest—that is, the nominal interest rate minus the expected rate of inflation.

In a closed economy, households, firms, and governments do not borrow or lend
internationally. In reality, nearly all economies are open economies, where financial
capital (or loanable funds) is internationally mobile. Borrowing and lending take place
in the international capital market, which is the capital market in which households,
firms, and governments borrow and lend across national borders. The world real inter-
est rate, rw, is the interest rate that is determined in the international capital market.
The quantity of loanable funds that is supplied in an open economy can be used to
fund projects in the domestic economy or abroad. Decisions about the supply of or
demand for loanable funds in small open economies, such as the economies of the
Netherlands and Belgium, do not have much effect on the world real interest rate.
However, shifts in the behavior of lenders and borrowers in large open economies,
such as the economies of Germany and the United States, do affect the world real inter-
est rate. In the following sections, we consider interest rate determination in each case.

Small Open Economy
To this point, we have been implicitly assuming we were analyzing a closed economy. In
this type of economy, the equilibrium domestic interest rate is determined by the inter-
section of the demand curve and supply curve for loanable funds in the country, and we
ignore the world interest rate. In an open economy, the world real interest rate is not

Closed economy An
economy in which
households, firms, and
governments do not borrow
or lend internationally.

Open economy An
economy in which house-
holds, firms, and govern-
ments borrow and lend
internationally.
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Figure 4.10

Equilibrium in the
Market for Loanable
Funds
At the equilibrium interest rate,
the quantity of loanable funds
supplied by lenders equals the
quantity of loanable funds
demanded by borrowers. At any
interest rate below the equilibrium,
there is an excess demand for
loanable funds. At any interest
rate above equilibrium, there is
an excess supply of loanable
funds. The behavior of lenders
and borrowers pushes the inter-
est rate to 4.2%.•
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1Eric Engen and R. Glenn Hubbard, “Federal Government Debt and Interest Rates,” in Mark Gertler and
Kenneth Rogoff, eds., NBER Macroeconomic Annual, 2004, Cambridge, MA: MIT Press, 2005.
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Determining the Real
Interest Rate in a Small
Open Economy
The domestic real interest rate in
a small open economy is the
world real interest rate, (rw),
which in this case is 3%.•

determined by the intersection of the demand curve and supply curve of loanable
funds in any one country; instead, it is determined in the international capital market.
For example, in the international capital market, the upward pressure of U.S. deficits
on interest rates is likely to be modest. Research by Eric Engen of the Board of
Governors of the Federal Reserve System and Glenn Hubbard of Columbia University
suggests that a $100 billion increase in U.S. government debt would raise interest rates
by between 1.5 and 3 basis points (or, by between 0.015% and 0.03%).1 In the case of
a small open economy, the quantity of loanable funds supplied or demanded is too
small to affect the world real interest rate. So, a small open economy’s domestic real
interest rate equals the world real interest rate, as determined in the international cap-
ital market. For example, if the small country of Monaco, located in the south of
France, had a large increase in domestic wealth, the resulting increase in loanable funds
would have only a trivial effect on the total amount of loanable funds in the world and,
therefore, a trivial effect on the world interest rate.

Why must the domestic interest rate in a small open economy equal the world
interest rate? Suppose that the world real interest rate is 4%, but the domestic real
interest rate in Monaco is 3%. A lender in Monaco would not accept an interest rate
less than 4% because the lender could easily buy foreign bonds with a 4% interest rate.
So, domestic borrowers would have to pay the world real interest rate of 4%, or they
would be unable to borrow. Similarly, if the world real interest rate were 4%, but the
domestic real interest rate in Monaco were 5%, borrowers in Monaco would borrow at
the world rate of 4%. So, domestic lenders would have to lend at the world rate of 4%,
or they would be unable to find anyone to lend to. This reasoning indicates why for a
small open economy, the domestic and world real interest rates must be the same.

Figure 4.11 shows the supply and demand curves for loanable funds for a small
open economy. If the world real interest rate, (rw), is 3%, the quantity of loanable funds
supplied and demanded domestically are equal (point E), and the country neither

Small open economy An
economy in which total
saving is too small to affect
the world real interest rate.
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lends nor borrows funds in the international capital market. Suppose instead that the
world real interest rate is 5%. In this case, the quantity of loanable funds supplied
domestically (point C) is greater than the quantity of funds demanded domestically
(point B). What happens to the excess supply of loanable funds? They are loaned on
the international capital market at the world real interest rate of 5%. Because the coun-
try is small, the amount of funds it has to lend is small relative to the world market, so
lenders in the country have no trouble finding borrowers in other countries.

Now suppose that the world real interest rate is 1%. As Figure 4.11 shows, the
quantity of loanable funds demanded domestically (point A) now exceeds the quantity
of funds supplied domestically (point D). How is this excess demand for funds satis-
fied? By borrowing on the international capital market. Because the country is small,
the amount of funds it wants to borrow is small relative to the world market, so bor-
rowers in the country have no trouble finding lenders in other countries.

We can summarize: The real interest rate in a small open economy is the same as
the interest rate in the international capital market. If the quantity of loanable funds
supplied domestically exceeds the quantity of funds demanded domestically at that
interest rate, the country invests some of its loanable funds abroad. If the quantity of
loanable funds demanded domestically exceeds the quantity of funds supplied domes-
tically at that interest rate, the country finances some of its domestic borrowing needs
with funds from abroad.

Large Open Economy
Shifts in the demand and supply of loanable funds in many countries—such as the
United States, Japan, and Germany—are sufficiently large that they do affect the world
real interest rate—the interest rate in the international capital market. Such countries
are considered large open economies, which are economies large enough to affect the
world real interest rate.

In the case of a large open economy, we cannot assume that the domestic real
interest rate is equal to the world real interest rate. Recall that in a closed economy, the
equilibrium interest rate equates the quantities of loanable funds supplied and
demanded. Suppose we think of the world as two large open economies—the economy
of the United States and the economy of the rest of the world. Then the real interest
rate in the international capital market equates desired international lending by the
United States with desired international borrowing by the rest of the world.

Figure 4.12 illustrates how interest rates are determined in a large open economy.
The figure presents a loanable funds graph for the United States in panel (a) and a
loanable funds graph for the rest of the world in panel (b). In panel (a), if the world
real interest rate is 3%, the quantity of loanable funds demanded and supplied in the
United States are both equal to $300 billion. However, we can see in panel (b) that at
an interest rate of 3%, the quantity of loanable funds demanded in the rest of the world
is $800 billion, while the quantity of loanable funds supplied is only $700 billion. This
tells us that foreign borrowers want to borrow $100 billion more from international
capital markets than is available. Foreign borrowers therefore have an incentive to offer
lenders in the United States an interest rate greater than 3%.

The interest rate will rise until the excess supply of loanable funds from the United
States equals the excess demand for loanable funds in the rest of the world. Figure 4.12
shows that this equality is reached when the real interest rate has risen to 4% and the
excess supply of loanable funds in the United States and the excess demand for loan-
able funds in the rest of the world both are equal to $50 billion. In other words, at a
4% real interest rate, desired international lending by the United States equals desired
international borrowing by the rest of the world. Therefore, the international capital

Large open economy An
economy in which shifts in
domestic saving and invest-
ment are large enough to
affect the world real
interest rate.
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Figure 4.12 Determining the Real Interest Rate in a Large Open Economy

market is in equilibrium when the real interest rate in the United States and the rest of
world equals 4%.

It’s important to note that factors that cause the demand and supply of funds to
shift in a large open economy will affect not just the interest rate in that economy but
the world real interest rate as well.

Saving and investment shifts in a large open economy can affect the world
real interest rate. The world real interest rate adjusts to equalize desired inter-
national borrowing and desired international lending. At a world real interest

rate of 4%, desired international lending by the domestic economy equals
desired international borrowing by the rest of the world.•

Making the Connection

Did a Global “Saving Glut” Cause the U.S. Housing Boom?
In Chapter 1, we saw that the financial crisis of 2007–2009 was brought on by the pop-
ping of a “bubble” in housing prices. We noted that one cause of the bubble was the
increase in mortgage loans to subprime and Alt-A borrowers who prior to the 2000s
would not have been able to find lenders willing to grant them mortgage loans. Some
economists have argued, though, that unusually low interest rates on mortgage loans
also played a role in the rapid increase in housing prices during the mid-2000s. Low
interest rates increased the quantity of houses demanded, and, in particular, made it
easier for investors who were speculating on future increases in house prices to buy
multiple houses.

What explains the low interest rates during the 2000s? To help the U.S. economy
recover from the 2001 recession, Federal Reserve policy reduced interest rates and kept
them at very low levels through mid-2004. Some economists have argued that the Fed
persisted in a low-interest-rate policy for too long a period, thereby fueling the hous-
ing boom. Federal Reserve Chairman Ben Bernanke has disagreed, arguing that global
factors, rather than Fed policy, were most responsible for low interest rates during the



2000s. In 2005, near the height of the housing bubble, Bernanke argued that “a signif-
icant increase in the global supply of saving—a global saving glut— . . . helps to
explain . . . the relatively low level of long-term interest rates in the world today.”
Bernanke argued that the saving glut was partly the result of high rates of saving in
countries such as Japan, which had aging populations that increased their saving as
they prepared for retirement. In addition, the level of global saving increased because
beginning in the late 1990s, developing countries such as China and Korea increased
their saving rates.

We can illustrate Bernanke’s argument using the loanable funds model for a large
open economy. In the figure below, we start at equilibrium with the world real interest
rate equal to 3%. In panel (a), at an interest rate of 3%, the United States is borrowing
$200 billion from abroad. If the United States is borrowing $200 billion, then the rest of
the world must be lending $200 billion, which is shown in panel (b). An increase in sav-
ing in the rest of the world—Bernanke’s saving glut—shifts the supply curve of loan-
able funds to the right in panel (b). The real world interest rate begins to fall as the
quantity of loanable funds that lenders in the rest of the world are willing to lend
exceeds the quantity of loanable funds that borrowers in the United States are willing to
borrow. The falling interest rate increases the quantity of funds demanded in the United
States and decreases the quantity of funds supplied by the rest of the world. The real
world interest rate declines to 1%, at which level the quantity of funds the United States
borrows from abroad—$400 billion—once again equals the quantity of funds the rest
of the world wishes to lend, and the international capital market is back in equilibrium.
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Some economists, notably John Taylor of Stanford University, have been skeptical
of the argument that there was a significant increase in global saving during the 2000s.
Taylor argues that Federal Reserve policy, rather than a global saving glut, fueled the
housing bubble in the United States. We will return to this debate when we discuss
monetary policy in Chapter 15.

Sources: Ben S. Bernanke, “The Global Saving Glut and the U.S. Current Account Deficit,” Homer Jones
Lecture, April 14, 2005 (available at www.federalreserve.gov/boarddocs/speeches/2005/20050414/
default.htm); and John B. Taylor, Getting Off Track, Stanford, CA: Hoover Institution Press, 2009.

Test your understanding by doing related problem 4.11 on page 122 at the end of
this chapter.

www.federalreserve.gov/boarddocs/speeches/2005/20050414/default.htm
www.federalreserve.gov/boarddocs/speeches/2005/20050414/default.htm


The Loanable Funds Model and the International Capital Market 115

Answering the Key Question
Continued from page 87

At the beginning of this chapter, we asked the question:

“How do investors take into account expected inflation and other factors when making investment
decisions?”

We have seen in this chapter that investors increase or decrease their demand for bonds as a result
of changes in a number of factors. When expected inflation increases, investors reduce their
demand for bonds because, for every nominal interest rate, the higher the inflation rate, the lower
the real interest rate investors will receive. We have seen that increases in expected inflation lead to
higher nominal interest rates and capital losses for investors who hold bonds in their portfolios.

Before moving to the next chapter, read An Inside Look at Policy on forecasting
bond interest rates.



Investors Forecast Lower Bond
Prices, Higher Interest Rates

AN INSIDE LOOK AT POLICY

NEW YORK TIMES

Interest Rates 
Have Nowhere 
to Go but Up
Even as prospects for the American
economy brighten, consumers are
about to face . . . a sustained peri-
od of rising interest rates . . .

“Americans have assumed the
roller coaster goes one way,” said
Bill Gross, whose investment firm,
Pimco, has taken part in a broad
sell-off of government debt,
which has pushed up interest rates.
“It’s been a great thrill as rates
descended, but now we face an
extended climb.”

The impact of higher rates is
likely to be felt first in the housing
market . . . “Mortgage rates are
unlikely to go lower than they are
now, and if they go higher, we’re
likely to see a reversal of the gains
in the housing market,” said
Christopher J. Mayer, a professor of
finance and economics at
Columbia Business School . . . .

Another area in which higher
rates are likely to affect consumers
is credit card use . . . With losses
from credit card defaults rising and
with capital to back credit cards
harder to come by, issuers are likely
to increase rates . . .

Washington, too, is expecting to
have to pay more to borrow the
money it needs for programs. The

Office of Management and Budget
expects the rate on the benchmark
10-year United States Treasury note
to remain close to 3.9 percent for
the rest of the year, but then rise to
4.5 percent in 2011 and 5 percent
in 2012.

The run-up in rates is quicken-
ing as investors steer more of their
money away from bonds and as
Washington unplugs the economic
life support programs that kept
rates low through the financial cri-
sis . . .

Besides the inflation fears set off
by the strengthening economy, Mr.
Gross said he was also wary of
Treasury bonds because he feared
the burgeoning supply of new debt
issued to finance the government’s
huge budget deficits would over-
whelm demand, driving interest
rates higher . . . .

Last week, the yield on the
benchmark 10-year Treasury note
briefly crossed the psychologically
important threshold of 4 percent,
as the Treasury auctioned off $82
billion in new debt. That is nearly
twice as much as the government
paid in the fall of 2008 . . . the rise
of bond yields since then is revers-
ing a decline that began in 1981,
when 10-year note yields reached
nearly 16 percent.

From that peak, steadily drop-
ping interest rates have fed a 
three-decade lending boom, during
which American consumers

a

b

c

borrowed more and more but
managed to hold down the portion
of their income devoted to paying
off loans.

. . . total household debt is now
nine times what it was in 1981 . . .
yet the portion of disposable
income that goes toward covering
that debt has budged only slightly,
increasing to 12.6 percent from
10.7 percent . . .

The long decline in rates 
also helped prop up the stock mar-
ket; lower rates for investments 
like bonds make stocks more
attractive . . .

“We’ve gotten spoiled by the
idea that interest rates will stay in
the low single-digits forever,” said
Jim Caron, an interest rate strate-
gist with Morgan Stanley . . .

No one expects rates to return
to anything resembling 1981 levels.
Still, for much of Wall Street, the
question is not whether rates will
go up, but rather by how much.

. . . the consensus is clear,
according to Terrence M. Belton,
global head of fixed-income strategy
for J. P. Morgan Securities.
“Everyone knows that rates will
eventually go higher,” he said.

Source:  From The New York Times,
© April 10, 2010 The New York Times.
All Rights Reserved. Used by permission
and protected by the Copyright Laws of
the United States. The printing, copying,
redistribution, or retransmission of the
Material without express written permis-
sion is prohibited.
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Key Points in the Article
As the U.S. economy recovered from
recession in 2010, analysts forecast a
period of rising interest rates. Higher
interest rates would damage the hous-
ing market, which had begun to recover
from the recession. Higher interest rates
on credit card debt were expected as
well, as issuers sought to recoup losses
they had suffered from credit card
defaults. Analysts expected interest rate
increases because the federal govern-
ment was forced to sell more bonds to
finance its budget deficits, and the rate
of inflation was likely to increase.
Because low interest rates helped to
fuel the growth of stock prices, higher
interest rates were likely to slow the
growth of stock prices in the future.

Analyzing the News
The housing market is very sensitive 
to interest rate changes. For exam-

ple, the monthly payment for a
$200,000 30-year mortgage at an
interest rate of 4.25% is about $984.
The monthly payment for a $200,000
loan at an interest rate of 5.25% is
about $1,104. The difference in monthly 

payments is about $120, or more than
$1,446 annually. A severe decline in the
housing market was a primary reason
for the severity of the recession of
2007–2009.

Both expectations of higher rates of 
inflation and increases in the federal

government’s deficit decrease the price
of bonds and increase interest rates.
The graphs below show the impact of
an increase in expected inflation on the
markets for bonds and loanable funds.
An increase in the expected rate of
inflation makes holding bonds less
attractive to investors, so demand in the
bond market decreases and supply in
the market for loanable funds decreas-
es. At any given bond price or interest
rate, an increase in expected inflation
reduces the real cost of borrowing. The
result is an increase in the supply of
bonds and an increase in the demand
for loanable funds. The result of these
changes is a decrease in the equilibrium
price of bonds from P1 to P2 in panel
(a) and an increase in the equilibrium
interest rate from i1 to i2 in panel (b).

Low interest rates represent a low 
opportunity cost for investors who

buy securities. As interest rates rise,
buying stocks becomes relatively less
attractive. Low interest rates stimulate
spending on residential construction
and business fixed investment and fuel
purchases of stocks. High interest rates
in the early 1980s were the result of
high rates of inflation and the Federal
Reserve’s contractionary monetary policy—
in which the Fed slowed the rate of
growth of the money supply to reduce
the rate of inflation. This policy was
effective in bringing down inflation, 
but also caused a severe recession.
Although analysts did not expect inter-
est rates to reach double digits in late
2010, they were concerned that higher
rates could stunt the growth of the
economy.

THINKING CRITICALLY
1. This chapter explains the Fisher

effect. Cite a passage from this arti-
cle that provides an example of the
Fisher effect.

2. The article mentions that interest
rates on 10-year Treasury notes
reached almost 16% in 1981. Why
were interest rates so high that year?
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CHAPTER SUMMARY AND PROBLEMS

KEY TERMS AND CONCEPTS
Closed economy, p. 110
Diversification, p. 92
Expected return, p. 89
Fisher effect, p. 105

Idiosyncratic (or unsystematic) 
risk, p. 93

Large open economy, p. 112
Market (or systematic) risk, p. 93

Open economy, p.110
Risk, p. 90
Small open economy, p. 111

How to Build an Investment Portfolio
Discuss the most important factors in building an investment portfolio.

SUMMARY
The determinants of portfolio choice are wealth,
expected return, risk, liquidity, and the cost of acquir-
ing information. We calculate the expected return on
an investment by multiplying the value of each event
by the probability of its occurring. Risk is the degree
of uncertainty of an asset’s return. Because most
investors are risk averse, there is a trade-off between
risk and return. Allocating savings among many dif-
ferent assets is called diversification. Diversification
can eliminate idiosyncratic (or unsystematic) risk,
which is risk that is unique to a particular asset, but
not market (or systematic) risk, which is risk that is
common to most assets.

Review Questions

1.1 What is a portfolio?

1.2 What are the determinants of asset demand?

1.3 How do economists define expected return and
risk?

1.4 Define risk averse. Are investors typically risk
averse or risk loving?

1.5 In what sense do investors face a trade-off
between risk and return?

1.6 What is the difference between market risk and
idiosyncratic risk?

1.7 What is diversification? How does it reduce the
risk of a financial portfolio?

Problems and Applications

1.8 In 2010, Google founders Larry Page and Sergey
Brin sold some of their stock in the company.

Google issued a statement that Page and Brin’s
stock sales were “part of their respective long-
term strategies for individual asset diversifica-
tion and liquidity.” Briefly explain what the
statement means.

Source: Miguel Helft, “Google Founders to Sell, but
Are Not Losing Control,” New York Times, January
22, 2010.

1.9 [Related to the Making the Connection on
page 90] An article in the Economist magazine
observes that: “It is in the nature of black-swan-
like events that they are near-impossible to
predict.” What are black swan events? Why are
they nearly impossible to predict?

Source: “Not Up in the Air,” Economist, April 20,
2010.

1.10 [Related to the Making the Connection on
page 93] In discussing how to build a financial
portfolio for retirement, Christine Fahlund, a
financial planner with T. Rowe Price, argues:
“It’s all about trade-offs. There is no perfect
solution.” What trade-offs do investors face
when saving for retirement?

Source: Tara Seigel Bernard, “Retire Now, and Risk
Falling Short on Your Nest Egg,” New York Times,
August 16, 2008.

1.11 [Related to the Making the Connection on
page 93] What type of portfolio should a new
college graduate start to build? Briefly explain
what types of assets may be good choices to
include in a portfolio for these investors.

4.1
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Market Interest Rates and the Demand and Supply for Bonds
Use a model of demand and supply to determine market interest rates for bonds.

SUMMARY
Market interest rates are determined by the interaction
of the demand and supply for bonds. In drawing the
demand curve and supply curve for bonds, we need to
hold constant everything that could affect the willing-
ness of investors to buy bonds, or firms and investors
to sell bonds, except for the price of bonds. Changes in
the following factors will cause the demand curve for
bonds to shift: wealth, expected returns on bonds, risk,
liquidity, and information costs. Changes in the fol-
lowing factors will cause the supply curve for bonds to
shift: the expected profitability of physical capital
investment, business taxes, expected inflation, and
government borrowing.

Review Questions

2.1 Explain why each of the following changes
might occur:

a. The demand curve for bonds shifts to the
left.

b. The supply curve for bonds shifts to the
right.

2.2 Why does the supply curve for bonds slope up?
Why does the demand curve for bonds slope
down?

2.3 If the current price in the bond market is above
the equilibrium price, explain how the bond
market adjusts to equilibrium.

2.4 Briefly explain whether each of the following
statements is true or false:

a. The higher the price of bonds, the greater the
quantity of bonds demanded.

b. The lower the price of bonds, the smaller the
quantity of bonds supplied.

c. As the wealth of investors increases, all else
held constant, the interest rate on bonds
should fall.

d. If investors start to believe that the U.S. gov-
ernment might default on its bonds, the
interest rate on those bonds will fall.

Problems and Applications

2.5 For each of the following situations, explain
whether the demand curve for bonds, the sup-
ply curve for bonds, or both would shift. Be
sure to indicate whether the curve(s) would
shift to the right or to the left.

a. The Federal Reserve publishes a forecast that
the inflation rate will average 5% over the
next five years. Previously, the Fed had been
forecasting an inflation rate of 3%.

b. The economy experiences a period of rapid
growth, with rising corporate profits.

c. The federal government runs a series of
budget surpluses.

d. Investors believe that the level of risk in the
stock market has declined.

e. The federal government imposes a tax of $10
per bond on bond sales and bond purchases.

2.6 In the United States, during some years in the
1970s, the real rate of interest on many bonds
was negative.

a. How can the real rate of interest be negative?

b. Why were lenders willing to accept a negative
real rate of interest during the 1970s?

2.7 Use a demand and supply graph for bonds to
illustrate each of the following situations. Be
sure that your graph shows any shifts in the
demand or supply curves, the original equilibri-
um price and quantity, and the new equilibrium
price and quantity. Also be sure to explain what
is happening in your graphs.

a. The government runs a large deficit, holding
everything else constant.

b. Households believe that future tax payments
will be higher than current tax payments, so
they increase their saving.

c. Both (a) and (b) occur.

4.2
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The Bond Market Model and Changes in Interest Rates
Use the bond market model to explain changes in interest rates.

SUMMARY
Movements in interest rates occur because of shifts in
either the demand for bonds, the supply of bonds, or
both. Among other things, the model of the bond
market can be used to explain the movement of inter-
est rates over the business cycle and the movement of
interest rates in response to changes in the expected
rate of inflation. The Fisher effect holds that the nom-
inal interest rate rises or falls point-for-point with
changes in the expected inflation rate.

Review Questions

3.1 Briefly explain what typically happens to interest
rates during a recession. Use a demand and sup-
ply graph for bonds to illustrate your answer.

3.2 What is the Fisher effect? Use a demand and
supply graph for bonds to illustrate the Fisher
effect.

Problems and Applications

3.3 Explain what will happen to the equilibrium
price and equilibrium quantity of bonds in each
of the following situations. (If it is uncertain in
which direction either the equilibrium price or
equilibrium quantity will change, explain why.)

a. Wealth in the economy increases at the same
time that Congress raises the corporate
income tax.

b. The economy experiences a business cycle
expansion.

c. The expected rate of inflation increases.

d. The federal government runs a budget
deficit.

3.4 In March 2010, Greece announced that it might
have trouble in the future paying off the bonds
it had sold to finance its government deficits.
The Wall Street Journal reported, “Prevailing
uncertainty over Greece’s ability to fund itself . . .
kept Greek government bonds under increasing
pressure Thursday, pushing 10-year Greek yields
above 7%.”

a. Explain what the article means by “uncer-
tainty over Greece’s ability to fund itself.”

b. What does it mean to say that Greek bonds
were “under increasing pressure”?

c. Use a demand and supply graph for the bond
market to illustrate why the interest rate on
Greek government bonds was increasing. Be
sure that your graph indicates any shifts in the
demand and supply curves for Greek bonds.

Source: Emese Bartha, “Pressure Intensifies on Greek
Debt,” Wall Street Journal, April 8, 2010.

3.5 [Related to the Solved Problem 4.3 on page 106]
In the article referenced in Solved Problem 4.3,
Consumer Reports also advised, “Bonds could do
well in 2010 if deflation reigns . . . .”

a. What is deflation?

b. Why might deflation be good news to
investors who hold bonds?

Source: “Get the Best Rates on Your Savings,”
Consumer Reports, March 2010.

3.6 [Related to the Solved Problem 4.3 on page 106]
A column in the Wall Street Journal warns: “Be
wary of long-term bonds. . . . We run the risk of

2.8 For several years in the late 1990s, the federal
government in the United States ran a budget
surplus. Use a demand and supply graph to
illustrate the impact that moving from a budget
deficit to a budget surplus would have on the
bond market, holding everything else constant.

2.9 Many economists assume that a boom in the
stock market is a sign that profitable business
opportunities are expected in the future. Use a
demand and supply graph for bonds to show
the impact of a stock market boom on the equi-
librium interest rate.

4.3
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inflation in due course. Longer-term bonds 
are most at risk.” What effect would an 
increase in expected inflation have on bond prices?
Why would longer-term bonds be most 
at risk?

Source: Brett Arends, “The Deficit: How to Protect
Yourself,” Wall Street Journal, February 4, 2010.

3.7 [Related to the Chapter Opener on page 87]
Suppose that in 2010 most investors accept Bill

Tedford’s forecast that inflation will be higher
in future years.

a. What will be the effect on bond prices and
interest rates?

b. Suppose that Tedford turns out to be wrong,
and the inflation rate remains low. Who is
likely to have gained the most: investors who
bought long-term bonds in 2010 or investors
who sold them? Briefly explain.

The Loanable Funds Model and the International Capital Market
Use the loanable funds model to analyze the international capital market.

SUMMARY
The loanable funds approach to the bond market is
useful when looking at the flow of funds between the
U.S. and foreign financial markets. In the loanable
funds approach, the buyer is the borrower raising
funds, and the seller is the lender supplying funds.
In a closed economy, households, firms, and govern-
ments do not lend internationally. Nearly all
economies are open economies, where financial capi-
tal (or loanable funds) is internationally mobile.
The world real interest rate is the interest rate that is
determined in the international capital market. In a
small open economy, the quantity of loanable funds
supplied or demanded is too small to affect the world
real interest rate. So, a small open economy’s domestic
real interest rate equals the world real interest rate. A
large open economy can affect the world real interest
rate.

Review Questions

4.1 Compare the bond market approach to the
loanable funds approach by explaining the fol-
lowing for each approach.

a. What the good is

b. Who the buyer is

c. Who the seller is

d. What the price is

4.2 In the loanable funds model, why is the demand
curve downward sloping? Why is the supply
curve upward sloping?

4.3 When are economists most likely to use the
bond market approach to analyze changes in
interest rates? When are economists most likely
to use the loanable funds approach?

4.4 Define each of the following:

a. Closed economy

b. Small open economy

c. Large open economy

d. World real interest rate

Problems and Applications

4.5 The federal government in the United States has
been running very large budget deficits.

a. Use the loanable funds approach to show the
impact of the U.S. budget deficit on the world
real interest rate, holding all else constant.

b. Now suppose that households believe that
deficits will be financed by higher taxes in
the near future, and households increase
their saving in anticipation of paying those
higher taxes. Briefly explain how your analy-
sis in part (a) will be affected.

4.6 Suppose that in a large open economy, the
quantity of loanable funds supplied domestical-
ly is initially equal to the quantity of funds
demanded domestically. Then an increase in
business taxes discourages investment. Show
how this change affects the quantity of loanable
funds and the world real interest rate. Does the
economy now borrow or lend internationally?

4.4
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4.7 In a small open economy, how would each of
the following events affect the equilibrium
interest rate?

a. A natural disaster causes extensive damage to
homes, bridges, and highways, leading to
increased investment spending to repair the
damaged infrastructure.

b. Taxes on businesses are expected to be
increased in the future.

c. The World Cup soccer matches are being tel-
evised, and many people stay home to watch
them, reducing consumption spending.

d. The government proposes a new tax on sav-
ing, based on the value of people’s invest-
ments as of December 31 each year.

4.8 Repeat Problem 4.7 for a large open economy.

4.9 How would the following events affect the
demand for loanable funds in the United States?

a. Many U.S. cities increase business taxes to
help close their budget deficits.

b. Widespread use of handheld computers helps
reduce business costs.

c. The government eliminates the tax deduction
for interest homeowners pay on mortgage
loans.

4.10 Writing in early 2010, a columnist in the Wall
Street Journal observed,

“Remarkably, the Treasury market has not
yet panicked about the deficits: Yields have
barely risen this week.”

a. What is the “Treasury market”?

b. Why does the fact that yields on Treasury
bonds have not risen indicate that the market
“has not panicked” about the deficit?

Source: Brett Arends, “The Deficit: How to Protect
Yourself,” Wall Street Journal, February 4, 2010.

4.11 [Related to the Making the Connection on
page 113] We have seen that Federal Reserve
Chairman Ben Bernanke has argued that low
interest rates in the United States during the
mid-2000s were due to a global savings glut
rather than to Federal Reserve policy. In an inter-
view with Albert Hunt of Bloomberg Television,
Alan Greenspan, who was Federal Reserve
Chairman from August 1987 through January
2006 made a similar argument. Greenspan
argued, “Behind the low level of long-term rates:
a global savings glut as China, Russia and other
emerging market economies earned more money
on exports than they could easily invest.”

a. Use loanable funds graphs to illustrate
Greenspan’s argument that a global savings
glut caused low interest rates in the United
States. One graph should illustrate the situa-
tion in the United States, and the other graph
should illustrate the situation in the rest of
the world.

b. Why should a debate over the cause of low
interest rates matter to Alan Greenspan?

Source: Rich Miller and Josh Zumbrun, “Greenspan
Takes Issue with Yellen on Fed’s Role in House
Bubble,” bloomberg.com, March 27, 2010.

D4.1: Go to the Web site federalreserve.gov. Download
and graph the data for 2005 to 2010 for the 10-
year Treasury bond. During what month did bond
yields peak? During what month did bond yields
fall to their trough, or lowest level? Using the
demand and supply for bonds model, explain the
fall of bond yields from their peak to their trough.

D4.2: Go to www.gpoaccess.gov, a Web site that has
the statistical tables for the Economic Report of
the President. On the left of your screen, you will

see a category entitled “Database Features.” Click
on “Downloadable Reports/Tables.” For the years
1970 to 2009, download the data on the interest
rates on 10-year U.S. Treasury bonds and on the
inflation rate, as measured by annual changes in
the consumer price index. Use these data to cal-
culate the real interest rate. Graph the nominal
interest rate and the real interest rate. Based on
your calculations of the real interest rate, what
would have been the best year to have invested
in 10-year U.S. Treasury bonds?

DATA EXERCISES
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www.gpoaccess.gov


LEARNING OBJECTIVES
After studying this chapter, you should be able to:

5
The Risk Structure and Term
Structure of Interest Rates

C H A P T E R

123

5.1 Explain why bonds with the same 
maturity can have different interest rates
(pages 124–134)

5.2 Explain why bonds with different 
maturities can have different interest rates
(pages 135–147)

WHY INVEST IN TREASURY BILLS IF THEIR INTEREST RATES ARE SO LOW?

To sell bonds to investors, firms and governments
must first have them rated by one of the credit rating
agencies. The three largest rating agencies are Moody’s
Investors Service, Standard & Poor’s Corporation, and
Fitch Ratings. These private firms rate bonds by giving
them letter grades—AAA or Aaa being the highest—
that reflect the probability that the firm or govern-
ment will be able to make the payments on the bond.
In February 2010, Moody’s Investors Service surprised
investors by announcing that because the U.S. govern-
ment was projecting large budget deficits over the fol-
lowing decade, it was likely that the government’s Aaa

bond rating would come under “pressure.” When a
rating agency, such as Moody’s, gives a lower bond rat-
ing to a firm or government, it usually signals an
increase in the chances that the firm or government
will default—that is, stop making payments on the
bond. Was the U.S. government actually becoming
more likely to default on its bonds?

The possibility of a lower rating on U.S. Treasury
bonds was not the only unusual situation in the bond
market in 2010. The interest rates on short-term U.S.
Treasury bills were very low—less than 0.25% in most
cases. Interest rates that low had not been seen in decades.

Key Issue and Question

At the end of Chapter 1, we noted that the financial crisis that began in 2007 raised a number 
of important questions about the financial system. In answering these questions, we will discuss
essential aspects of the financial system. Here are the key issue and question for this chapter:

Issue: During the financial crisis, the bond rating agencies were criticized for having given high rat-
ings to securities that proved to be very risky.

Question: Should the government more closely regulate the credit rating agencies?

Answered on page 147

Continued on next page 



Long-term U.S. Treasury bonds had interest rates
between 4.0% and 5.0%. Why were investors willing to
accept such low interest rates on Treasury bills when
they could receive interest rates 20 times higher on
Treasury bonds?

There were also some unusual developments in
the corporate bond market in 2010. An investor could
buy a bond issued by General Electric (GE) and
receive a yield to maturity of 5.6%, just slightly higher
than the bond’s coupon rate of 5.5%. Or the investor
could buy a bond issued by Blockbuster, the video

rental store company, and receive a whopping yield to
maturity of 97.8%, far above the bond’s coupon rate
of 9.0%. Why would an investor buy the GE bond
when he or she could receive a much higher yield by
buying the Blockbuster bond? In this chapter, we
explore the market for bonds more closely so we can
answer these questions.

AN INSIDE LOOK AT POLICY on page 148
describes the testimony before Congress of executives
from Moody’s Investors Service and Standard & Poor’s
about their ratings of mortgage-backed securities.
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Risk structure of interest
rates The relationship
among interest rates on
bonds that have different
characteristics but the same
maturity.

Default risk (or credit
risk) The risk that the
bond issuer will fail to
make payments of interest
or principal.

Source: David E. Sanger, “The Debtor the World Still Bets On,” New York Times, February 5, 2010.

In Chapter 4, we simplified our discussion of the bond market by assuming that we
were talking about a single type of bond and that the market for that bond determined
the interest rate. That simplification was useful in letting us analyze the factors that
affect the demand and supply for all bonds. But clearly the bond market is more com-
plicated. In this chapter, we look more closely at the bond market by analyzing why
interest rates on bonds differ and what causes interest rates to change over time.

In the first part of this chapter, we look at the risk structure of interest rates, which
explains differences in yields across bonds with the same maturity. Then we turn to the
term structure of interest rates. With the term structure, we compare how bond yields
vary according to their time to maturity. Investors use both types of analyses to forecast
future movements in the yields on individual bonds as well as market interest rates.

The Risk Structure of Interest Rates
Why might bonds that have the same maturities—for example, all the bonds that will
mature in 30 years—have different interest rates, or yields to maturity?

Bonds that have the same maturity may differ with respect to other characteristics
that investors believe are important, such as risk, liquidity, information costs, and tax-
ation. Bonds with more favorable characteristics have lower interest rates because
investors are willing to accept lower expected returns on those bonds. Similarly, bonds
with less favorable characteristics have higher interest rates because investors require
higher expected returns on those bonds. Economists use the term risk structure of
interest rates to describe the relationship among the interest rates on bonds that have
different characteristics but the same maturities.

Default Risk
Bonds differ with respect to default risk (sometimes called credit risk), which is the
risk that the bond issuer will fail to make payments of interest or principal. For exam-
ple, suppose that a bond issued by GE and a bond issued by Blockbuster have the same
maturity, but Blockbuster has a higher default risk. In this case, the Blockbuster bond
will have a higher interest rate than the GE bond.

Measuring Default Risk To determine the default risk on a bond, investors use U.S.
Treasury bonds as a benchmark because they have zero default risk. We can assume
that U.S. Treasury bonds have zero default risk because the U.S. government guaran-
tees that all principal and interest payments will be made. Of course, like all other
bonds, U.S. Treasury bonds are subject to interest rate risk.

5.1

Learning Objective
Explain why bonds
with the same maturity
can have different
interest rates.
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The default risk premium on a bond is the difference between the interest rate on
the bond and the interest rate on a Treasury bond that has the same maturity. We can
think of the default risk premium as being the additional yield that an investor requires
for holding a bond with some default risk. For example, if you were willing to buy a
30-year Treasury bond with an interest rate of 5%, but you would buy a 30-year bond
issued by IBM only if it had an interest rate of 7% because the IBM bond carries some
default risk, then the default risk premium on the IBM bond is 7% - 5% = 2%.

Investors require a higher default risk premium the greater they believe the prob-
ability is that the bond’s issuer will fail to make the payments on the bond. The cost of
acquiring information on a bond issuer’s creditworthiness, or ability to repay, can be
high. As a result, many investors rely on credit rating agencies—such as Standard &
Poor’s Corporation, Moody’s Investors Service, or Fitch Ratings—to provide them
with information on the creditworthiness of corporations and governments that issue
bonds. A bond rating is a single statistic that summarizes a rating agency’s view of the
issuer’s likely ability to make the required payments on its bonds.

Table 5.1 shows the ratings of the three largest credit rating agencies. The higher the
rating, the lower the default risk. Bonds receiving one of the top four ratings are con-
sidered to be “investment grade,” which means they have low to moderate levels of
default risk. Bonds receiving one of the lower ratings are called “non-investment grade,”
or “speculative,” “high yield,” or “junk bonds.” These bonds have high levels of default
risk. The rating agencies make their ratings publicly available and update them as the
creditworthiness of issuers changes. We saw at the beginning of the chapter that in early
2010, Moody’s issued a warning that if the federal government continued to run very
large annual budget deficits, the government would have to issue so many U.S. Treasury
bonds that its ability to continue to make the interest and principal payments on the

Bond rating A single
statistic that summarizes a
rating agency’s view of the
issuer’s likely ability to
make the required
payments on its bonds.

Table 5.1 Interpreting Bond Ratings

Moody’s 
Investors Service

Standard & 
Poor’s (S&P)

Fitch
Ratings

Meaning of the 
Ratings

Investment-grade
bonds

Aaa AAA AAA Highest credit quality
Aa AA AA Very high credit quality
A A A High credit quality

Baa BBB BBB Good credit quality

Non-investment-
grade bonds

Ba BB BB Speculative
B B B Highly speculative

Caa CCC CCC Substantial default risk
Ca CC CC Very high levels of

default risk
C C C Exceptionally high 

levels of default risk
— D D Default

Note: The entries in the “Meaning of the Ratings” column are slightly modified from those that Fitch
uses. The other two rating agencies have similar descriptions. For each rating from Aa to Caa, Moody’s
adds a numerical modifier of 1, 2, or 3. The rating Aa1 is higher than the rating Aa2, and the rating Aa2
is higher than the rating Aa3. Similarly, Standard & Poor’s and Fitch Ratings add a plus (+) or minus (-)
sign. The rating AA+ is higher than the rating AA, and the rating AA is higher than the rating AA–.

Sources: Moody’s Investors Services, Moody’s Rating Symbols and Definitions, June 2009; Fitch
Ratings, Definitions of Ratings and Other Forms of Opinion, January 2010; and Standard & Poor’s,
Standard and Poor’s Ratings Definitions, January 5, 2010.
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bonds might be called into question. In other words, U.S. Treasury bonds would lose
their Aaa rating and would no longer be considered free of default risk.

Changes in Default Risk and in the Default Risk Premium How does a change in
default risk affect the interest rate on a bond? If the rating agencies believe that a firm’s
ability to make payments on a bond has declined, they will give the bond a lower rat-
ing. Typically, a lower rating will cause investors to demand a smaller quantity of that
bond at any given price, so the demand curve for the bond will shift to the left. As we
saw in Chapter 4, if the demand curve shifts to the left, the price of the bond will fall,
and its yield will rise. At the beginning of the chapter, we mentioned a bond issued by
Blockbuster that initially had an interest rate of 9.0%. But by February 2010, all three
rating agencies had downgraded the bond to non-investment-grade, or “junk,” status
because they believed there was a high probability that Blockbuster would not make
the remaining payments on the bond. As a result, the demand for the bond declined
sharply, and the price fell from $1,000 to $212. At such a low price, the bond’s yield to
maturity was a very high 97.8%. Investors were requiring a great deal of extra return
to compensate them for the very high level of risk on the bond. In other words, the
bond’s default risk premium had soared.

Investors can decide that default risk has increased for a whole category of bonds.
For instance, during recessions, the default risk on corporate bonds typically increases,
which can cause a flight to quality. A flight to quality involves investors decreasing their
demand for higher-risk bonds and increasing their demand for lower-risk bonds.
Figure 5.1 illustrates this process. Panel (a) shows the market for Baa-rated corporate
bonds. Typically during a recession, as corporate profits decline, investors conclude
that the probability that firms will make their bond payments has decreased. As a
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Figure 5.1 Determining Default Risk Premium in Yields

The initial default risk premium can be seen by comparing yields associat-
ed with the prices P1

T and P1
C. Because the price of the safer U.S. Treasury

bond is greater than that of the riskier corporate bond, we know that the
yield on the corporate bond must be greater than the yield on the Treasury
bond to compensate investors for bearing risk. As the default risk on

corporate bonds increases, in panel (a), the demand for corporate bonds
shifts to the left. In panel (b), the demand for Treasury bonds shifts to the
right. The price of corporate bonds falls to P2

C, and the price of Treasury
bonds rises to P2

T, so the yield on Treasury bonds falls relative to the yield
on corporate bonds. Therefore, the default risk premium has increased. •



Making the Connection

Do Credit Rating Agencies Have a Conflict of Interest?
The railroads in the nineteenth century were the first firms in the United States to issue
large quantities of bonds. John Moody began the modern bond rating business by
publishing Moody’s Analyses of Railroad Investments in 1909. The firm that later
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result, the demand curve for Baa-rated corporate bonds shifts to the left, causing the
equilibrium price to fall from P1

C to P2
C. Panel (b) shows that worry about increasing

default risk causes the demand curve for U.S. Treasury bonds to shift to the right. The
equilibrium price increases from P1

T to P2
T. Because the price of corporate bonds is

falling, the yield to maturity on corporate bonds is rising. And because the price of
Treasury bonds is increasing, the yield on Treasury bonds is falling. Therefore, the size
of the default risk premium is increasing.

Figure 5.2 shows the spread between the average interest rate on Baa-rated cor-
porate bonds and the interest rate on Treasury bonds from January 2000 to May 2010.
The two shaded areas show the recessions of 2001 and 2007–2009. For the 2001
recession, the figure shows a fairly typical pattern, with the spread rising from about
2 percentage points before the recession to more than 3 percentage points during the
recession. For the 2007–2009 recession, the figure shows that the increase in the
default risk premium was much larger. The spread between the corporate bond and
Treasury bond rates rose from less than 2 percentage points before the recession
began to more than 6 percentage points at the height of the financial crisis in the fall
of 2008, before falling back below 3 percentage points during the fall of 2009. As
Figure 5.1 predicts, the increase in the risk premium was due to both the corporate
bond rate increasing and the Treasury bond rate falling: The average interest rate on
the Baa-rated corporate bonds rose from less than 6.5% in mid-2007 to nearly 9.5%
in October 2008, while the interest rate on Treasury bonds fell from 5.0% in mid-2007
to less than 3.0% in late 2008.

Figure 5.2

Rising Default
Premiums During
Recessions
The default premium typically
rises during a recession. For the
2001 recession, the figure shows a
fairly typical pattern, with the
spread between the interest rate
on corporate bonds and the inter-
est rate on Treasury bonds rising
from about 2 percentage points
before the recession to more than
3 percentage points during the
recession. For the 2007–2009
recession, the figure shows that
the increase in the default risk
premium was much larger. It rose
from less than 2 percentage
points before the recession began
to more than 6 percentage points
at the height of the financial
crises in the fall of 2008.

Note: The corporate bond rate is
for Baa-rated bonds. The
Treasury bond rate is for 10-year
Treasury notes.

Source: Federal Reserve Bank of
St. Louis.•



128 CHAPTER 5 • The Risk Structure and Term Structure of Interest Rates

became Standard & Poor’s began publishing ratings in 1916. Fitch Ratings began pub-
lishing in 1924. By the early twentieth century, many industries, including the steel,
petroleum, chemical, and automobile industries, were raising funds by issuing bonds,
and the rating agencies expanded beyond rating just railroad bonds. By that time, firms
had difficulty selling bonds unless at least one of the rating agencies had rated them.

By the 1970s, the rating agencies were facing difficulties for two key reasons. First,
the prosperity of the post-World War II period meant that defaults on bond issues
were comparatively rare, so fewer investors were demanding the services the ratings
agencies offered. Second, the business model of the rating agencies was no longer
viable. The rating agencies had earned income primarily by selling their ratings to
investors through subscriptions. The development of inexpensive photocopying in the
1970s made this model difficult because one investor could purchase a subscription
and then sell or give copies to nonsubscribers.

Beginning in the late 1970s, several developments turned around the fortunes of
the rating agencies. First, periods of recession and high inflation increased the number
of bond defaults, so more investors were willing to pay for information on the credit-
worthiness of firms. Second, the rating agencies became involved in rating bonds
issued by foreign firms and governments, both of which increased in volume begin-
ning in the 1970s. Third, governments began to include bond ratings in their regula-
tion of banks, mutual funds, and other financial firms. For instance, many mutual
funds are required to hold only highly rated bonds. Finally, the rating agencies began
to charge the firms and governments—rather than investors—for their services.

The last change raised the question of whether rating agencies face a conflict of
interest. Because firms issuing bonds can choose which of the agencies to hire to rate
their bonds, the agencies may have an incentive to give higher ratings than might be
justified in order to keep the firms’ business. It became common for the agencies to
provide bond issuers with “preview ratings” before the issuers agreed to hire the agen-
cies. During the housing boom, investment banks issued many mortgage-backed
bonds and other complex securities. When the housing market crashed, many of these
securities plunged in value, despite having high ratings from the rating agencies. Some
economists and policymakers believed the rating agencies provided the high ratings
primarily to ensure that the firms would continue to hire them. Many of the mortgage-
backed securities had complicated structures. Some reports indicated that analysts at
the rating agencies were reluctant to push issuers of these securities for sufficient infor-
mation to rate them accurately because the analysts were afraid that doing so might
offend the issuers. Some investors, including the managers of a number of state gov-
ernment pension plans, sued the ratings agencies on the grounds that they had not car-
ried out their responsibility to investors to provide accurate ratings. Other economists
and policymakers were less critical of the agencies, arguing that they could not have
anticipated how severe the housing crisis would be or the extent to which the crisis
would affect the values of mortgage-backed securities.

In July 2010, Congress passed the Dodd-Frank Wall Street Reform and Consumer
Protection Act, which included provisions that affected the regulation of credit rating
agencies. A new Office of Credit Ratings was created within the Securities and Exchange
Commission (SEC) to oversee the agencies. The act put new restrictions on conflicts of
interest at the rating agencies, authorized investors to bring lawsuits if an agency could
be shown to have failed to gather sufficient information to properly rate a security, and
gave the SEC the authority to deregister an agency that had provided inaccurate ratings
over time. There was considerable uncertainty in the bond markets immediately after the
passage of the act. Because the act makes the rating agencies liable for the quality of their
ratings, the agencies were reluctant to allow firms to use their ratings in the official
documentation that must accompany any new bond issue. Some bonds, though, cannot
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Liquidity and Information Costs
In addition to differences in default risk, differences in liquidity and information costs
also lead to differences in interest rates. Because investors care about liquidity, they are
willing to accept a lower interest rate on more liquid investments than on less liquid—
or illiquid—investments, all other things being equal. So, investors expect to receive a
higher return on an illiquid asset to compensate them for sacrificing liquidity.

Similarly, investors care about the costs of acquiring information on a bond.
Spending time and money acquiring information on a bond reduces the bond’s
expected return. Not surprisingly, if two assets appear otherwise the same, an investor
will prefer to hold the one with lower information costs. So, investors will accept a
lower expected return on assets with lower costs for acquiring information than they
will on a bond with higher costs for acquiring information.

An increase in a bond’s liquidity or a decrease in the cost of acquiring information
about the bond will increase the demand for the bond. In a bond market graph, the
demand curve will shift to the right, increasing the bond’s price and decreasing the
bond’s interest rate. Similarly, if a bond’s liquidity declines or if the cost of acquiring
information about the bond increases, the demand for the bond will decline. During
the financial crisis of 2007–2009, many investors became reluctant to buy mortgage-
backed bonds because homeowners were defaulting on many of the mortgages con-
tained in the bonds. To make matters worse, investors came to realize that they did not
fully understand these bonds and had difficulty finding information about the types of
mortgages the bonds contained. We can illustrate this situation in a bond market graph
by shifting the demand curve to the left, which will decrease the bond’s price and
increase the bond’s interest rate.

Tax Treatment
Investors receive interest income in the form of coupon payments on bonds. Investors
must count these coupons in their income when paying their taxes. However, the tax
that must be paid on the coupons differs, depending on who has issued the bond. The
tax also varies depending on where the investor lives. Investors care about the after-tax
return on their investments—that is, the return the investors have left after paying their
taxes. For example, consider two bonds each with $1,000 face values and 8% coupon
rates, meaning they pay coupons of $80 per year. Suppose that on the first bond, issued
by GE, the investor has to pay a 40% tax on the coupon received. On the second bond,
issued by the U.S. Treasury, the investor pays only a 25% tax on the coupon received.
So, after paying taxes, the investor will have only $48 left from the $80 coupon on the
GE bond but $60 left on the Treasury bond. If the investor paid $1,000 for each bond,

be sold unless their documentation includes ratings. In the weeks following the act’s pas-
sage, the ultimate impact of the new regulations remained uncertain.

Sources: Anusha Shrivastava, “Bond Sales? Don’t Quote Us, Request Credit Firms,” Wall Street Journal,
July 21, 2010; David Segal, “Debt Raters Avoid Overhaul After Crisis,” New York Times, December 8,
2009; Andrew Ross Sorkin, “S.E.C. Urges Changes to Ratings-Agency Rules,” New York Times, August,
29, 2010; and Richard Sylla, “An Historical Primer on the Business of Credit Rating,” in Richard M.
Levich et al., eds., Ratings, Rating Agencies, and the Global Financial System, Boston: Kluwer Academic
Publishers, 2002.

Test your understanding by doing related problem 1.11 on page 151 at the end of
this chapter.
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then, ignoring any capital gains or losses during the year, the investor will have received
an after-tax return of $60/$1,000 = 0.06, or 6%, on the Treasury bond, but only
$48/$1,000 = 0.048, or 4.8%, on the IBM bond. If the investor considered the risk, liq-
uidity, and information costs of the two bonds to be the same, the investor would
clearly prefer the higher after-tax return on the Treasury bond.

How the Tax Treatment of Bonds Differs We can consider three categories of bonds:
corporate bonds, U.S. Treasury bonds, and municipal bonds, which are bonds issued
by state and local governments. The coupons on corporate bonds can be subject to fed-
eral, state, and local taxes. The coupons on Treasury bonds are subject to federal tax
but not to state or local taxes. The coupons on municipal bonds are typically not sub-
ject to federal, state, or local taxes. The tax situation for corporate bonds is somewhat
complex because eight states have no state income tax. Some local governments also
have no income tax, or they tax wage and salary income but not income from invest-
ments. Table 5.2 summarizes the tax situation for the three types of bonds.

It is important to recall that bond investors can receive two types of income from
owning bonds: (1) interest income from coupons and (2) capital gains (or losses) from
price changes on the bonds. Interest income is taxed at the same rates as wage and
salary income. Capital gains are taxed at a lower rate than interest income. Capital
gains are also taxed only if they are realized, which means that the investor sells the
bond for a higher price than he or she paid for it. Unrealized capital gains are not taxed.
For instance, if you buy a bond for $800, and its price rises to $900, you have a taxable
realized capital gain if you sell the bond. However, if you do not sell it, you have an
unrealized gain, which is not taxed. Postponing the time when you pay capital gains tax
has benefits because the further in the future you pay the tax, the lower the present
value of the tax. Although interest income on municipal bonds is exempt from income
tax, realized capital gains on these bonds are not exempt.

The Effect of Tax Changes on Interest Rates We have seen that investors are interested
in the after-tax return they receive on bonds and that interest rates on bonds differ
according to the type of bond. So, a change in income tax rates will affect interest rates.

Figure 5.3 shows how a change in the federal income tax rate affects the interest
rates on municipal bonds and Treasury bonds. We assume that initially the federal
income tax rate is 35%. In panel (a), we show the market for municipal bonds, and in
panel (b), we show the market for Treasury bonds. The equilibrium price in panel (a),
P1

M, is higher than the equilibrium price in panel (b), P1
T, which is the usual situation

of the interest rate on municipal bonds being lower than the interest rate on Treasury
bonds. Now suppose that the federal income tax rate rises to 45%. This higher tax will
make the tax-exempt status of municipal bonds even more attractive to investors, and
at the same time, it will reduce the after-tax return on Treasury bonds. In panel (a), the
demand curve for municipal bonds shifts to the right, from DMuni1 to DMuni2, increas-
ing the price from P1

M to P2
M and lowering the interest rate. In panel (b), the demand

Table 5.2 Tax Treatment of Bond Coupon Payments

Type of bond
Taxed by state and local 
governments?

Taxed by the federal 
government?

Corporate bond Taxed by most states and some cities Yes

U.S. Treasury bond No Yes

Municipal bond No No

Municipal bonds Bonds
issued by state and local
governments.
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Figure 5.3 The Effect of Changes in Taxes on Bond Prices

If the federal income tax rate increases, tax-exempt municipal bonds will be
more attractive to investors, and Treasury bonds will be less attractive. In
panel (a), the demand curve for municipal bonds shifts to the right, from
DMuni1 to DMuni2, increasing the price from P1

M to P2
M and lowering the 

interest rate. In panel (b), the demand curve for Treasury bonds shifts to the
left, from DTreas1 to DTreas2, lowering the price from P1

T to P2
T and raising the

interest rate.•

curve for Treasury bonds shifts to the left, from DTreas1 to DTreas2, lowering the price
from P1

T to P2
T and raising the interest rate. If we assume that investors see the two

bonds as having the same characteristics, other than the tax treatment of their
coupons, then after the increase in the tax rate, the interest rates on the bonds should
adjust until investors receive the same after-tax yield on both bonds. From this analy-
sis, we can conclude that an increase in income tax rates will tend to raise the interest
rate on Treasury bonds and lower the interest rate on municipal bonds.

Solved Problem 5.1
How Would a VAT Affect Interest Rates?

Some economists and policymakers have proposed elim-
inating the federal income tax and replacing it with a
value-added tax (VAT). A VAT is like a sales tax, but
rather than being collected from consumers when they
buy goods in stores, it is collected at each stage of pro-
duction as firms sell goods to each other. An income tax
applies to both the income individuals save and to any
return on their investments. A VAT can encourage saving

and investment because it does not tax either saving or
returns on investments.

Suppose the federal government eliminates the
federal income tax and replaces it with a VAT. Explain
the effect of this policy change on the interest rates on
municipal bonds, corporate bonds, and Treasury
bonds. Draw three graphs, one for each market, to illus-
trate your answer.

Solving the Problem
Step 1 Review the chapter material. This problem is about the effect of changes in

income tax rates on interest rates, so you may want to review the section “The
Effect of Tax Changes on Interest Rates,” which begins on page 130.
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Step 2 Analyze the effect of the tax policy change on the interest rate on municipal
bonds. As we have seen in this chapter, the coupons on municipal bonds are
free from state, local, and federal taxes. Federal tax rates are much higher than
state and local tax rates, so eliminating the federal income tax would greatly
reduce the demand for municipal bonds. Your graph should look like the one
below, with the demand curve for municipal bonds shifting to the left, from
D1 to D2, causing the equilibrium price to fall from P1

M to P2
M. A fall in the

price of municipal bonds means that the interest rate on the bonds has
increased.

Step 3 Analyze the effect of the tax policy change on the interest rate on corporate
bonds. The coupons on corporate bonds are taxed at the state, local, and fed-
eral levels. Eliminating the federal income tax will increase the demand for
corporate bonds. Your graph should look like the one below, with the demand
curve for corporate bonds shifting to the right, from D1 to D2, causing the
equilibrium price to rise from P1

C to P2
C. A rise in the price of corporate bonds

means that the interest rate on the bonds has decreased.

P2
C

P1
C

P
ri

ce
 o

f 
b

o
n

d
s

Quantity of bonds

S

D1 D2

Replacing the federal
income tax with a VAT
increases the demand
for corporate bonds.

P1
M

P2
M

P
ri

ce
 o

f 
b

o
n

d
s

Quantity of bonds

S

D2 D1

Replacing the federal
income tax with a VAT
decreases the demand
for municipal bonds.



The Risk Structure of Interest Rates 133

Step 4 Analyze the effect of the tax policy change on the interest rate on Treasury
bonds. The coupons on Treasury bonds are taxed at the federal level but
not at the state or local levels. Eliminating the federal income tax will
increase the demand for Treasury bonds. Your graph should look like the
one below, with the demand curve for Treasury bonds shifting to the right,
from D1 to D2, causing the equilibrium price to rise from P1

T to P2
T. A rise

in the price of Treasury bonds means that the interest rate on the bonds has
decreased.

Step 5 Summarize your findings. Your graphs and analysis show that replacing
the federal income tax with a VAT would increase the interest rate on munic-
ipal bonds and lower the interest rates on corporate bonds and Treasury
bonds.

For more practice, do related problem 1.14 on page 151 at the end of this chapter.

Table 5.3 summarizes the determinants of the risk structure of interest rates.
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Table 5.3 The Risk Structure of Interest Rates

An increase in a 
bond’s . . .

causes its 
yield to . . . because . . .

default risk rise investors must be compensated for bearing
additional risk.

liquidity fall investors incur lower costs in selling the bond.

information costs rise investors must spend more resources to 
evaluate the bond.

tax liability rise investors care about after-tax returns and 
must be compensated for paying higher 
taxes.



Making the Connection

Is the U.S. Treasury Likely to Default on Its Bonds?
We saw at the beginning of the chapter that in early 2010, Moody’s warned that the fed-
eral government might be in danger of losing its Aaa bond rating. Bonds issued by gov-
ernments are called sovereign debt. Sovereign debt defaults have occurred. In 1998, the
government of Russia defaulted on its debt, as did Argentina in 2002. In the nineteenth
century, many U.S. states borrowed heavily by issuing bonds to help build canals and
railroads or to invest in banks. In the early 1840s, 9 of the 28 U.S. states and territories,
including Pennsylvania, Maryland, and Michigan, defaulted on their bonds. The losses
these defaults imposed on investors made them reluctant to purchase bonds issued by
these states in future years. In 2010, some investors feared that several European coun-
tries, most notably Greece, might default on their debt.

Could sovereign debt default happen in the United States today? Is it possible that
the Treasury might default on its bonds? As we have seen in this chapter, investors typ-
ically consider U.S. Treasury bonds to be default-risk free. Moody’s was not warning
that it expected the Treasury to have immediate problems in making interest and prin-
cipal payments on its bonds. Instead, Moody’s was warning that very large projected
budget deficits meant that the volume of Treasury bonds issued might become so large
that interest payments would be an increasing fraction of the federal budget. When
corporations default on their bonds, it is typically because they no longer have the
funds available to make the interest payments. Governments rarely have this problem
because they have the ability to raise taxes to make the interest payments. In addition,
if interest on the bonds is payable in the country’s domestic currency, the country’s
central bank can create sufficient money to allow the government to meet its interest
and principal payments. But countries may choose to default on their debt even
though they are not forced to do so because these two alternatives can be painful.
Raising taxes may slow a country’s economic growth or even force the country into
recession. Rapid increases in the money supply can lead to inflation. So, sovereign debt
defaults are typically policy decisions in which the government decides that default is
better than the alternatives. Of course, default also has negative consequences because
it makes it difficult to sell bonds in the future.

So, is it likely that the U.S. Treasury will default on its bonds? In 2010, investors in
the United States and elsewhere didn’t think so, because they were willing to buy
Treasury bonds at interest rates that were too low to include a default premium. When
Moody’s issued its warning, the interest rate on 30-year Treasury bonds was below 5%.
In contrast, shortly before the Russian government defaulted on its debt in 1998, the
interest rate on Russian government bonds was about 200%. Like the Ghost of
Christmas Yet to Come in Charles Dickens’s A Christmas Carol, Moody’s was giving a
warning of something that might happen rather than something that necessarily must
happen.

Sources: David E. Sanger, “The Debtor the World Still Bets On,” New York Times, February 10, 2010;
Abbigail J. Chiodo and Michael T. Owyang, “A Case Study of a Currency Crisis: The Russian Default of
1998,” Federal Reserve Bank of St. Louis Review, November/December 2002, pp. 7–17; and Richard
Sylla and John Joseph Wallis, “The Anatomy of Sovereign Debt Crises: Lessons from the American State
Defaults of the 1840s,” Japan and the World Economy, Vol. 10, No. 3, 1998, pp. 267–293.

Test your understanding by doing related problem 1.17 on page 151 at the end of
this chapter.
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The Term Structure of Interest Rates
We have seen why bonds with the same maturity may have different interest rates. We
now consider the term structure of interest rates, which is the relationship among the
interest rates on bonds that are otherwise similar but that have different maturities.
Theories of the term structure attempt to answer this question: Why should bonds that
have the same default risk, liquidity, information cost, and taxation characteristics have
different interest rates just because they have different maturities? It is easiest to hold
constant these characteristics, other than maturity, for Treasury bonds. So, a common
way to analyze the term structure is by looking at the Treasury yield curve, which is the
relationship on a particular day among the interest rates on Treasury bonds with dif-
ferent maturities. (Remember that Treasury bonds with a maturity of 1 year or less are
bills, those with a maturity of 2 years to 10 years are notes, and those with a maturity
of more than 10 years are bonds. For simplicity, we often refer to all these securities as
bonds.)

Figure 5.4 graphs the Treasury yield curves for two days one year apart: June 22,
2009, and June 22, 2010. We can note a couple of important points about these two
yield curves. First, on both days, the interest rates, or yields, on short-term bonds were
very low. For example, on June 22, 2009, the yield on the three-month Treasury bill was
only 0.13%, 13 hundredths of 1%. These very low yields were due primarily to actions
the Federal Reserve took to force down short-term interest rates to help deal with the
financial crisis of 2007–2009. We will discuss these Federal Reserve policies in more
detail in Chapter 15. Second, on both days, the yields on long-term bonds were much
higher than on short-term bonds. For instance, on June 22, 2010, although the yield on
the three-month Treasury bill was only 0.13%, the yield on the 10-year Treasury note
was 3.18%, and the yield on the 30-year Treasury bond was 4.10%.

This pattern of long-term rates being higher than short-term rates is typical.
Figure 5.5 illustrates this pattern by showing that in the years since 1970, interest rates
on 3-month Treasury bills—the red line—have generally been lower than interest
rates on 10-year Treasury notes—the blue line. When short-term rates are lower than
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5.2

Learning Objective
Explain why bonds
with different
maturities can have
different interest rates.

Term structure of inter-
est rates The relationship
among the interest rates on
bonds that are otherwise
similar but that have differ-
ent maturities.

0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

5.0%

In
te

re
st

 r
at

e

Maturity

4.0

4.5

1 mo 3 mo 6 mo 1 yr 3 yr 7 yr 20 yr10 yr5 yr2 yr 30 yr

June 22, 2009

June 22, 2010

Figure 5.4

The Treasury Yield
Curve
This figure shows the Treasury
yield curves for June 22, 2009,
and June 22, 2010.

Source: U.S. Department of the
Treasury, Daily Treasury Yield
Curve Rates, www.ustreas.gov/
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management/interest-rate/yield.
shtml.•
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Making the Connection

Negative Interest Rates on Treasury Bills?
In Chapter 3, we discussed the difference between nominal interest rates and real inter-
est rates. We noted that negative real interest rates happen fairly frequently. For
instance, during the third quarter of 2008, the nominal interest rate on the 3-month
Treasury bill was 1.49%, while the inflation rate was 5.23%, so the real interest rate was
1.49% - 5.23% = -3.74%. But can the nominal interest rate ever be negative? You are
probably thinking “no” because a negative nominal interest rate means that the lender
is actually paying the borrower interest in return for borrowing the lender’s money.
What lender would ever do that?

In fact, at times during the Great Depression of the 1930s and again during the
financial crisis of 2007–2009, there were many investors who were happy to pay inter-
est to the U.S. Treasury in return for the Treasury borrowing their money. In other
words, these investors were willing to accept negative interest rates on the Treasury bills
they purchased by paying prices that were higher than the bills’ face values. During the
Great Depression and the recent financial crisis, Treasury bill rates were negative for
only brief periods. In both cases, investors were looking for safe havens at a time when
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long-term rates, we have an upward-sloping yield curve. Close inspection of Figure 5.5,
though, shows that there have been periods when the interest rate on the 3-month
Treasury bill has been higher than the interest rate on the 10-year Treasury note. These
are periods of downward-sloping yield curves. Because downward-sloping yield curves
occur infrequently, they are also called inverted yield curves. Figure 5.5 also illustrates
another important fact about the bond market: Interest rates on bonds of different
maturities tend to move together. Note, for instance, that during the 1970s, interest rates
on both 3-month Treasury bills and 10-year Treasury notes increased, reaching peaks
in the early 1980s, after which they both declined. If we graphed bonds of other matu-
rities, such as the 2-year Treasury note and the 30-year Treasury bond, we would
observe the same pattern. In Figure 5.5, the difference between the rate on the 3-month
Treasury bill and the rate on the 10-year Treasury note was largest during periods of
recession when the Federal Reserve drove short-term rates to low levels.
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Expectations theory A
theory of the term struc-
ture of interest rates that
holds that the interest rate
on a long-term bond is an
average of the interest
rates investors expect on
short-term bonds over the
lifetime of the long-term
bond.

Explaining the Term Structure
Our discussion of Figures 5.4 and 5.5 indicates that any explanation of the term struc-
ture should be able to account for three important facts:

1. Interest rates on long-term bonds are usually higher than interest rates on short-
term bonds.

2. Interest rates on short-term bonds are occasionally higher than interest rates on
long-term bonds.

3. Interest rates on bonds of all maturities tend to rise and fall together.

Economists have advanced three theories to explain these facts: the expectations
theory, the segmented markets theory, and the liquidity premium theory or preferred
habitat theory. As we will see, although the expectations theory best captures the logic
of how the bond market operates, the liquidity premium theory, which combines ele-
ments of the other two theories, is the one most economists accept. In evaluating the
theories, two criteria prove useful. First is logical consistency: Does the theory offer a
model of the bond market that is consistent with what we know of investor behavior?
Second is predictive power: How well does the theory explain actual data on yield
curves? We consider each of the theories in turn.

The Expectations Theory of the Term Structure
The expectations theory provides the basis for understanding the term structure. The
expectations theory holds that the interest rate on a long-term bond is an average of the
interest rates investors expect on short-term bonds over the lifetime of the long-term
bond. The theory views investors in the bond market as being basically the same in that
they share the primary objective of receiving the highest expected return on their bond
investments. For a given holding period, the theory assumes that investors do not care
about the maturities of the bonds they invest in. That is, if an investor intends to invest in
the bond market for, say, 10 years, the investor will look for the highest return and will not
be concerned about whether he or she receives that return by buying a 10-year bond at the
beginning of the period and holding the bond until it matures or by buying a five-year
bond, holding it until it matures in five years, and then buying a second five-year bond.

So, the two key assumptions of the expectations theory are:

1. Investors have the same investment objectives.
2. For a given holding period, investors view bonds of different maturities as being

perfect substitutes for one another. That is, holding a 10-year bond for 10 years is
the same to investors as holding a five-year bond for five years and another five-
year bond for a second five years.

virtually all other investments seemed very risky. Because interest rates on other short-
term investments, such as bank certificates of deposit or money market mutual fund
shares, were also very low, investors were giving up relatively little to temporarily park
their funds in default-risk free Treasury bills.

For decades, negative interest rates on Treasury bills had seemed like a historical
curiosity from the Great Depression. Their reappearance indicates the severity of the
recent financial crisis.

Sources: Deborah Lynn Blumberg, “Some Treasury Bill Rates Negative Again Friday,” Wall Street
Journal, November 20, 2009; and Daniel Kruger and Cordell Eddings, “Treasury Bills Trade at Negative
Rates as Haven Demand Surges,” Bloomberg.com, December 9, 2008.

Test your understanding by doing related problem 2.10 on page 153 at the end of
this chapter.
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Neither of these assumptions is entirely accurate, so while the expectations theory
provides important insight into the term structure, it is not a complete explanation. It
is essential though, to understand the expectations theory before moving on to a more
complete explanation of the term structure, so let’s consider an example of how the
expectations theory works.

The Expectations Theory Applied in a Simple Example Suppose that you intend to
invest $1,000 for two years and are considering one of two strategies:

1. The buy-and-hold strategy. With this strategy, you buy a two-year bond and hold
it until maturity. We will assume that this is a two-year discount bond. This sim-
plification allows us to avoid having to deal with coupon payments, although the
result would not change if we added that complication. The interest rate on the
two-year bond is i2t, where the subscript 2 refers to the maturity of the bond and
the subscript t refers to the time period, with time t being the present. After two
years, the $1,000 investment will have grown to $1,000(1 + i2t)(1 + i2t), which is
just an application of the compounding formula from Chapter 3.

2. The rollover strategy. With this strategy, you buy a one-year bond today and hold it
until it matures in one year. At that time, you buy a second one-year bond, and you
hold it until it matures at the end of the second year. Notice that with this strategy, you
cannot be sure what interest rate you will receive on the one-year bond one year from
now. Instead, you must rely on all the information you have about the bond market to
form an expectation of what the interest rate on the one-year bond will be one year
from now. The interest rate on the one-year bond today is iit, while the interest rate
expected on the one-year bond one year from now (which is period t + 1) is So,
if you follow this strategy, after two years, you will expect your $1,000 investment to
have grown to $1,000(1 + i1t)

A key point to understand is that under the assumptions of the expectations
theory, the returns from the two strategies must be the same. To see why, remember
from Chapter 3 that because of financial arbitrage, the prices of securities will
adjust so that investors receive the same returns from holding comparable securi-
ties. According to the expectations theory, investors see holding a two-year bond for
two years or holding two one-year bonds for one year each as being comparable.
Therefore, arbitrage should result in the returns from the two strategies being the
same. So, your $1,000 should have grown to the same amount as a result of using
either strategy, and we can write:

Multiplying out the expressions in the parentheses and then simplifying, we get:

We can simplify further by noting that on the left side of the equation and (it)
on the right side of the equation are likely to be small numbers because they are

each the product of two interest rates. For instance, if the interest rate on the two-year
bond is 3%, then = 0.03 * 0.03 = 0.0009, which is a small enough number that we can
ignore it without significantly affecting the result. If we ignore and (it) and
divide both sides of the equation by 2, we are left with:

i2t =
i1t + ie1t+1

2
.

(ieit+1)i2t
2

i2t
2

(ieit+1)
i2t
2

2i2t + i22t = i1t + ieit+1 + (it2(ieit+1).

$1,000(1 + i2t)(1 + i2t) = $1,000(1 + i1t)(1 + ieit+1).

(1 + ieit+1).

ieit+1.
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Figure 5.6 Using the Yield Curve to Predict Interest Rates: The Expectations Theory
Under the expectations theory, the slope of the yield curve shows that future short-term interest rates are expected to (a) rise, (b) remain the same, or (c) fall
relative to current levels.•
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This equation tells us that the interest rate on the two-year bond is an average of the
interest rate on the one-year bond today and the expected interest rate on the one-year
bond one year from now. For example, if the interest rate on the one-year bond today
is 2% and the interest rate expected on the one-year bond one year from now is 4%,
then the interest rate on the two-year bond today should be 3% (= (2% + 4%)/2).

The equality between the buy-and-hold strategy and the rollover strategy should
be true for any number of periods. For instance, the interest rate on a 10-year bond
should equal the average of the interest rates on the 10 one-year bonds during that 
10-year period. So, we can say generally that the interest rate on an n-year bond—
where n can be any number of years—is equal to:

Interpreting the Term Structure Using the Expectations Theory Notice that if the
expectations theory is correct, the term structure provides us with information on
what bond investors must expect to happen to short-term rates in the future. For
example, if the interest rate on the one-year bond is 2% and the interest rate on the
two-year bond is 3%, investors must be expecting that the interest rate on the one-year
bond one year from now will be 4%. Otherwise, the average of the interest rates on the
two one-year bonds would not equal the interest rate on the two-year bond.

Figure 5.6 shows three possible yield curves. We can use the expectations theory
to interpret their slopes. Panel (a) shows an upward-sloping yield curve with the
interest rate on the one-year bond equal to 2%, the interest rate on the two-year bond
equal to 3%, and the interest rate on the three-year bond equal to 4%. The two-year
rate is an average of the current one-year rate and the expected one-year rate one year
from now:

So, the expected one-year rate one year from now equals 2(3%) - 2% = 4%.

3% =
2% + Expected one-year rate one year from now

2
.

int =
i1t + ie1t+1 + ie1t+2 + ie1t+3 + Á + ie1t+ (n-1)

n
.
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Similarly, we can calculate the expected one-year rate two years from now, using
the expected one-year rate one year from now that we just calculated:

So, the expected one-year rate two years from now equals 3(4%) - (2% + 4%) = 6%.
We can conclude that the reason that the three-year bond has a higher interest rate

than the two-year bond and the two-year bond has a higher interest rate than the one-
year bond is because investors expect the interest rate on the one-year bond to increase
from 2% to 4% to 6%. Or, more generally, according to the expectations theory, an
upward-sloping yield curve is the result of investors expecting future short-term rates to be
higher than the current short-term rate.

Panel (b) of Figure 5.6 shows a flat yield curve, with the two-year and three-year
bonds having the same interest rates as the one-year bond. Under the expectations the-
ory, we can infer that investors must be expecting that the interest rate on the one-year
bond will remain unchanged, at 2%. Or, more generally, according to the expectations
theory, a flat yield curve is the result of investors expecting future short-term rates to be the
same as the current short-term rate.

Finally, panel (c) of Figure 5.6 shows a downward-sloping yield curve with the
interest rate on the one-year bond being 6%, the interest rate on the two-year bond
being 5%, and the interest rate on the three-year bond being 4%. We can apply the same
arithmetic we did in the case of the upward-sloping yield curve to calculate the expected
interest rates on the one-year bond one year from now and two years from now. Doing
so shows that the expected interest rate on the one-year bond one year from now is 4%,
and the expected interest rate on the one-year bond two years from now is 2%.

We can conclude that the reason that the three-year bond has a lower interest rate
than the two-year bond and the two-year bond has a lower interest rate than the one-
year bond is because investors expect the interest rate on the one-year bond to decrease
from 6% to 4% to 2%. Or, more generally, according to the expectations theory, a down-
ward-sloping yield curve is the result of investors expecting future short-term rates to be
lower than the current short-term rate.

Shortcomings of the Expectations Theory The expectations theory has an internally
consistent explanation of the slope of the yield curve. It explains why we see upward-
sloping, downward-sloping, and flat yield curves. The theory also explains why short-
term and long-term rates tend to move up and down together, as shown in Figure 5.5.
Since the 1940s, movements in U.S. interest rates have been persistent: Increases or
decreases in interest rates tend to continue for a considerable period of time. Therefore,
if short-term interest rates increase today, investors will expect future short-term rates
to also be high, which, according to the expectations theory, will also lead to an increase
in long-term rates.

The expectations theory, though, does a poor of job of explaining the first of the
important facts about the term structure that we listed on page 137: Interest rates on
long-term bonds are usually higher than interest rates on short-term bonds. In other
words, the yield curve is typically upward sloping. The expectations theory explains an
upward-sloping yield curve as being the result of investors expecting future short-term
rates to be higher than the current short-term rate. But if the yield curve is typically
upward sloping, investors must be expecting short-term rates to rise most of the time.
This explanation seems unlikely because at any particular time, short-term rates are
about as likely to fall as to rise. We can conclude that the expectations theory is over-
looking something important about the behavior of investors in the bond market.

4% =
2% + 4% + Expected one-year rate two years from now

3
.
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Solved Problem 5.2A
Is There Easy Money to Be Made from the Term Structure?

Solving the Problem
Step 1 Review the chapter material. This problem involves understanding the

yield curve, so you may want to review the section “The Expectations Theory
of the Term Structure,” which begins on page 137.

Step 2 Use the expectations theory of the term structure to answer the questions in
part (a). The yield curve is typically upward sloping, so short-term interest
rates are usually lower than long-term interest rates. Therefore, borrowing short
term and investing the funds long term would seem to be a viable investment
strategy. The average investor, though, would have difficulty using this strategy
because the low short-term rates used in the yield curve—Treasury bill rates, for
example—are well below the rates at which the typical investor can borrow
from a bank or elsewhere. So, the gap between the rate at which an average
investor can borrow and the rate at which the investor could invest in Treasury
bonds or other long-term bonds is likely to be small and might be negative.

Unlike individual investors, institutional investors, such as pension funds
and insurance companies, can borrow at a low short-term rate and invest at a
higher long-term rate because the risk that they will default is low, and lenders
can easily acquire information about them. In carrying out this strategy,
though, these investors would face the risk that as they roll over their short-
term loans, the interest rates on them may have risen. For example, if a pension
fund borrows $10 million for six months at a 2% interest rate to invest in 
10-year Treasury notes at a 4% interest rate, it runs the risk that at the end of
six months, short-term interest rates will have risen above 2%, thereby narrow-
ing the pension fund’s profit. In fact, if the expectations theory is correct, the
average of the expected short-term interest rates over the life of the long-term
investment should be roughly equal to the interest rate on the long-term
investment, which would wipe out any potential profits from the interest carry
trade. Moreover, if interest rates rise more rapidly than expected, the price of
the long-term investment will decline, and the investor will suffer a capital loss.

Step 3 Answer part (b) by explaining whether the interest carry trade would still
be possible if the yield curve were inverted. If the yield curve were inverted,
with long-term rates lower than short-term rates, an institutional investor
could borrow long term and invest the funds at the higher short-term rates.
In this case, the investor would be subject to reinvestment risk, or the risk that
after the short-term investment has matured, the interest rate on new short-
term investments will have declined. For example, an insurance company that
borrows $10 million by issuing long-term bonds at 5% and invests the funds

The term interest carry trade is sometimes used to refer
to borrowing at a low short-term interest rate and using
the borrowed funds to invest at a higher long-term
interest rate.

a. How would you advise an investor who is thinking
of following a carry trade strategy? What difficul-
ties would you point out in the strategy?

b. If the yield curve was inverted, or downward sloping,
would a carry trade strategy still be possible? Briefly
explain.
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The Segmented Markets Theory of the Term Structure
The segmented markets theory addresses the shortcomings of the expectations theory
by making two related observations:

1. Investors in the bond market do not all have the same objectives.
2. Investors do not see bonds of different maturities as being perfect substitutes for

each other.

The implication of these two observations is that the markets for bonds of different
maturities are separated from each other, or segmented. Therefore, the interest rate on
a bond of a particular maturity is determined only by the demand and supply of
bonds of that maturity. The segmented markets theory recognizes that not all
investors are the same. For instance, large firms often have significant amounts of
cash on which they would like to earn interest but that they also want to have readily
available. If you were managing this money for such a firm, you would probably put
the funds in short-term Treasury bills rather than in longer-term Treasury notes or
Treasury bonds, where the firm’s money would be tied up for a period of years.
Similarly, there are money market mutual funds that only buy Treasury bills, com-
mercial paper, and other short-term assets and are not allowed by regulation to buy
longer-term notes or bonds.

At the other end of the market, though, some investors who buy notes and bonds
may buy few, if any, bills. For instance, insurance companies sell life insurance policies
that require the companies to make payments when a policyholder dies. Actuaries who
work for the companies can reliably estimate how much the company is likely to pay
out during any particular year. The insurance companies use these estimates to buy
bonds that will mature on a schedule that provides the funds needed to make payouts
on the policies. If you were managing funds at an insurance company, you might be
reluctant to invest in Treasury bills those funds that the company will need in 20 years
to make expected payouts. Investing in bonds that mature in 20 years would be a bet-
ter investment strategy than investing in Treasury bills.

The segmented markets theory argues that investors who participate in the market
for bonds of one maturity do not participate in markets for bonds of other maturities.
Therefore, factors that affect the demand for Treasury bills or other short-term bonds
have no effect on the demand for Treasury bonds or other long-term bonds.

In addition, the segmented markets theory argues that investors do not view
bonds of different maturities as being perfect substitutes for each other because long-
term bonds have two shortcomings: (1) They are subject to greater interest-rate risk
than short-term bonds, and (2) they are often less liquid than short-term bonds. As a
result of these shortcomings, investors need to be compensated by receiving higher

in six-month Treasury bills at 8% may find that when the Treasury bills
mature, the interest rate on new Treasury bills has fallen to 6%. In fact, once
again, the expectations theory predicts that the average of the expected short-
term interest rates over the life of the long-term loan should be roughly equal
to the interest on the long-term loan, which would wipe out any potential
profits from the interest carry trade.

We can conclude that the expectations theory indicates that the interest
carry trade strategy is not ordinarily a road to riches.

For more practice, do related problems 2.8 and 2.9 on page 153 at the end of this
chapter.

Segmented markets
theory A theory of the
term structure of interest
rates that holds that the
interest rate on a bond of a
particular maturity is deter-
mined only by the demand
and supply of bonds of
that maturity.
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Liquidity premium 
theory (or preferred
habitat theory) A theory
of the term structure of
interest rates that holds
that the interest rate on a
long-term bond is an
average of the interest
rates investors expect on
short-term bonds over the
lifetime of the long-term
bond, plus a term premium
that increases in value the
longer the maturity of the
bond.

interest rates on long-term bonds than on short-term bonds. Economists who support
the segmented markets theory also argue that investors who want to hold short-term
bonds (for example, corporate money managers) outnumber investors who want to
hold long-term bonds (for example, insurance companies). The result is that the prices
of short-term bonds are driven up and their yields are driven down relative to those of
long-term bonds.

The segmented markets theory, then, offers a plausible explanation of why the
yield curve is typically upward sloping: There are more investors who are in the mar-
ket for short-term bonds, causing their prices to be higher and their interest rates
lower, and fewer investors are in the market for long-term bonds, causing their prices
to be lower and their interest rates higher. In addition, investors who buy long-term
bonds require a higher interest rate to compensate them for the additional interest-rate
risk and lower liquidity of long-term bonds. So, the segmented markets theory does a
good job of accounting for the first of our important facts about the term structure.

The segmented markets theory, though, has a serious shortcoming: It does not
have a good explanation for the other two important facts about the term structure. It
is difficult to understand from the segmented markets theory why short-term interest
rates would ever be greater than long-term interest rates. In other words, why would
the yield curve ever be downward sloping, even though we know that occasionally it is?
If markets for bonds of different maturities truly are segmented (that is, completely
independent of each other), it is difficult to understand the third important fact about
the term structure: Interest rates of all maturities tend to rise and fall together.

The Liquidity Premium Theory
Neither the expectations theory nor the segmented markets theory provides a com-
plete explanation of the term structure. Essentially, their shortcomings arise from the
extreme position that each theory takes. Under the expectations theory, investors view
bonds of different maturities as perfect substitutes for each other, while under the seg-
mented markets theory, investors view bonds of different maturities as not being sub-
stitutes at all. The liquidity premium theory (or preferred habitat theory) of the term
structure provides a more complete explanation by combining the insights of the other
two theories while avoiding their extreme assumptions.

The liquidity premium theory holds that investors view bonds of different matu-
rities as substitutes—but not perfect substitutes. Just as with the segmented markets
theory, the liquidity premium theory assumes that investors prefer bonds with shorter
maturities to bonds with longer maturities. Therefore, investors will not buy a long-
term bond if it offers the same yield as a sequence of short-term bonds. Contrary to
the segmented markets theory, however, investors will be willing to substitute a long-
term bond for short-term bonds, provided that they receive a high enough interest rate
on the long-term bond. The additional interest investors require in order to be willing
to buy a long-term bond rather than a comparable sequence of short-term bonds is
called a term premium. So, the liquidity premium theory holds that the interest rate
on a long-term bond is an average of the interest rates investors expect on short-term
bonds over the lifetime of the long-term bond, plus a term premium that increases in
value the longer the maturity of the bond.

For example, suppose that the one-year bond currently has an interest rate of 2%,
and the interest rate expected on the one-year bond one year from now is 4%. Would
investors be just as happy buying a two-year bond with an interest rate of 3%? The
two-year bond offers the same interest rate as the average interest rate expected on 
the two one-year bonds. But because investors prefer to buy one-year bonds, they must
be given a higher interest rate—say 3.25%—as an incentive to buy the less desirable

Term premium The
additional interest investors
require in order to be
willing to buy a long-term
bond rather than a
comparable sequence of
short-term bonds.
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two-year bond. If they were offered only 3% on the two-year bond, they would buy 
the one-year bond instead. The additional 0.25% that is needed to make investors see
the two-year bond as being competitive with the one-year bonds is the term premium.

The longer the maturity of a bond, the larger the term premium on the bond. So,
a five-year bond will have a larger term premium than will a two-year bond, and a 20-
year bond will have a larger term premium than will a 10-year bond. In effect, then, the
liquidity premium theory adds a term premium to the expectations theory’s equation
linking the interest rate on a long-term bond to the interest rate on short-term bonds.
For example, if is the term premium on a two-year bond, then the interest rate on
a two-year bond is:

Or, more generally, the interest rate on an n-period bond is equal to:

int =
i1t + ie1t+1 + ie1t+2 + ie1t+3 + Á + ie1t+ (n- 1)

n
+ iTP

nt .

i2t =
i1t + ie1t+1

2
+ iTP

2t .

iTP
2t

Solved Problem 5.2B
Using the Liquidity Premium Theory to Calculate Expected Interest Rates

Solving the Problem
Step 1 Review the chapter material. This problem is about calculating expected

interest rates using the liquidity premium theory, so you may want to review
the section “The Liquidity Premium Theory,” which begins on page 143.

Step 2 Use the liquidity premium equation that links the interest rate on a long-
term bond to the interest rates on short-term bonds to calculate the inter-
est rate that investors expected on the one-year Treasury bill one year from
February 19, 2010. According to the liquidity premium theory, the interest
rate on a two-year bond should equal the average of the interest rate on the
current one-year bond and the interest rate expected on the one-year bond in
one year, plus the term premium. The problem tells us that the term premium
on a two-year Treasury note is 0.05%, so we can calculate the interest rate
expected on the one-year bond one year in the future:

or,

ie1t+1 = 1.41%.

i2t = 0.95% =
0.39% + ie1t+1

2
+ 0.05%,

Use the data in the following table on Treasury securi-
ties of different maturities to answer the question:

Date 1 year 2 year 3 year

02/19/2010 0.39% 0.95% 1.51%

Source: U.S. Department of the Treasury.

Assume that the liquidity premium theory is cor-
rect. On February 19, 2010, what did investors expect
the interest rate to be on the one-year Treasury bill two
years from that time if the term premium on a two-year
Treasury note was 0.05% and the term premium on a
three-year Treasury note was 0.10%?



The Term Structure of Interest Rates 145

Table 5.4 Theories of the Term Structure of Interest Rates

Theory Assumptions Predictions What the theory explains 

Expectations Investors have the same invest-
ment objectives, and, for a given
holding period, investors view
bonds of different maturities as
perfect substitutes for each other.

The interest rate on a long-term
bond equals the average of the
interest rates expected on the one-
year bonds during this period.

Explains the slope of the yield
curve and why interest rates on
short-term and long-term bonds
move together but does not
explain why the yield curve is usu-
ally upward sloping.

Segmented
markets

Investors in the bond market do
not all have the same objectives,
and investors do not see bonds of
different maturities as being
substitutes for each other.

Interest rates on bonds of different
maturities are determined in sepa-
rate markets.

Explains why the yield curve is
usually upward sloping but does
not explain why it should ever be
downward sloping or why interest
rates on bonds of different matu-
rities should move together.

Liquidity
premium

Investors view bonds of different
maturities as substitutes for each
other—but not as perfect substi-
tutes.

The interest rate on an n-year
bond equals the average of the
interest rates expected on the 
n one-year bonds during these 
n years plus a term premium.

Explains all three important facts
about the term structure.

Step 3 Answer the problem by using the result from step 2 to calculate the interest
rate investors expected on the one-year Treasury bill two years from
February 19, 2010.

or,

For more practice, do related problem 2.11 on page 153 at the end of this chapter.

ie1t+2 = 2.43%.

i3t = 1.51% =
0.39% + 1.41% + ie1t+2

3
+ 0.10%,

Table 5.4 summarizes key aspects of the three theories of the term structure of
interest rates.

Using the Term Structure to Forecast Economic Variables
Investors, businesspeople, and policymakers can use information contained in the
term structure of interest rates to forecast economic variables. Under the expectations
and liquidity premium theories, the slope of the yield curve shows the short-term
interest rates that bond market participants expect in the future. In addition, if fluctu-
ations in expected real interest rates are small, the yield curve contains expectations of
future inflation rates. To see why, suppose that you want to know the financial markets’
prediction of the rate of inflation five years from now. If the real interest rate is expect-
ed to remain constant, you can interpret an upward-sloping yield curve to mean that
inflation is expected to rise, leading investors to expect higher nominal interest rates in



the future. To provide an accurate forecast of future inflation, you would also need to
estimate the term premiums on long-term bonds. The Fed and many other financial
market participants use the yield curve to forecast future inflation.

Economists and market participants also look to the slope of the yield curve to
predict the likelihood of a recession. Economists have focused attention on the term
spread, which is the difference between the yield on the 10-year Treasury note and the
yield on the 3-month Treasury bill. David C. Wheelock of the Federal Reserve Bank
of St. Louis and Mark E. Wohar of the University of Nebraska, Omaha, have found
that in every recession since 1953, the term spread has narrowed significantly. That is,
the yield on the 10-year Treasury note has declined significantly relative to the yield
on the 3-month Treasury bill. Wheelock and Wohar looked closely at what happened
following periods when the yield curve was inverted, with short-term rates higher
than long-term rates. With only one exception, every time the yield on the 3-month
bill was higher than the yield on the 10-year note, a recession followed within a year.
These results indicate that the slope of the yield curve is a useful tool in predicting
recessions.1

We can gain some understanding of why the yield curve is useful in predicting
recessions by looking at several actual yield curves. Figure 5.7 shows three yield curves:
one that slopes downward slightly, one that slopes upward slightly, and one that slopes
upward steeply. If we apply the liquidity premium theory, these three yield curves—
representing three particular days between 2007 and 2010—tell a story about financial
markets’ expectations about the economy.

The yield curve from February 2007 is slightly inverted, with the short-term rates
being higher than the long-term rates. During 2006 and 2007, the Fed wanted to keep
short-term rates relatively high to deal with increasing rates of inflation resulting from

Figure 5.7

Interpreting the Yield
Curve
Models of the term structure,
such as the liquidity premium
theory, help analysts use data on
the Treasury yield curve to fore-
cast the future path of the
economy.

Source: U.S. Department of the
Treasury.•
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1David C. Wheelock and Mark E. Wohar, “Can the Term Spread Predict Output Growth and Recessions?
A Survey of the Literature,” Federal Reserve Bank of St. Louis Review, Vol. 91, No. 5, September/October
2009, pp. 419–440.
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Answering the Key Question
Continued from page 123

At the beginning of this chapter, we asked the question:

“Should the government more closely regulate credit rating agencies?”

Like other policy questions we will encounter in this book, this question has no definitive answer.
We have seen in this chapter that many investors rely on the credit rating agencies for important
information on the default risk on bonds. During the financial crisis of 2007–2009, many bonds—
particularly mortgage-backed securities—turned out to have much higher levels of default risk than
the credit rating agencies had indicated. Some observers argued that the rating agencies had given
those bonds inflated ratings because the agencies have a conflict of interest in being paid by the
firms whose bond issues they rate. Other observers, though, argued that the ratings may have been
accurate when given, but the creditworthiness of the bonds declined rapidly following the unex-
pected severity of the housing bust and the resulting financial crisis.

rising oil prices and the lingering effects of the housing boom. Market participants,
though, may have anticipated the economic recession that was to begin in December
2007. During recessions, interest rates typically fall, and short-term rates tend to fall
more than long-term rates, as the Fed takes actions to lower rates in hopes of stimulat-
ing the economy. In this situation, the liquidity premium theory of the term structure
predicts that long-term rates should fall relative to short-term rates, making the yield
curve inverted.

The upward slope in the yield curve during January 2008 is characteristic of a nor-
mal yield curve under the liquidity premium theory. By that time, the economy was
two months into the recession. However, investors expected that, as economic activity
increased in the future, the demand for credit would increase, causing interest rates to
increase. In other words, investors expected future short-term rates to rise above then-
current levels. Therefore, the yield curve was upward sloping.

The bottom yield curve is from February 2010, when the Fed had taken policy
actions to drive short-term rates to extremely low levels. However, concerns about
inflation and government budget deficits kept expected future short-term rates—and
therefore current long-term rates—relatively high. The inflation fears added to the
normal upward slope of the yield curve predicted by the liquidity premium theory,
making the upward slope of the yield curve particularly steep.

Before moving on to the next chapter, read An Inside Look at Policy on the next
page for a discussion of former employees of Moody’s Investors Service and Standard
& Poor’s testifying before Congress about the ratings of mortgage-backed securities.



Executives from Moody’s, Standard
and Poor’s Describe Pressure to
Grant High Ratings

AN INSIDE LOOK AT POLICY
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Credit Rating
Executives Say
They Were
Pressured to Give
Good Ratings
Executives from credit-rating firms
Moody’s Investors Service and
Standard & Poor’s presented
additional evidence Friday that
management pressure to maintain
their market share eroded the qual-
ity of investment-grade ratings and
amplified the nation’s financial
crisis.

Testifying before the Senate
Permanent Subcommittee on
Investigations, former executives
who were closely involved in giving
investment-grade ratings to com-
plex financial instruments backed
by shaky U.S. mortgages described
how they were pressured to give
Wall Street what it wanted. . . .

Richard Michalek, a former
Moody’s vice president and senior
credit officer, described the ratings
process as a “must say yes” atmos-
phere for deals that could bring
more than $1 million in fees.

Frank Raiter, a former manag-
ing director at S&P and head of the
group that rated pools of residen-
tial mortgages, told the panel that
analysts routinely sought direction

manager,” Kolchinsky testified. He
said that the complaint resulted in a
change to methodology.

“I believe this action saved
Moody’s from committing securi-
ties fraud . . . I knew what I did
would possibly jeopardize my role
at Moody’s.”

He was right. A month later, he
was sent a nasty e-mail asking why
his market share slipped . . . in the
third quarter. . . . Kolchinsky was
removed from his post and given a
lower-paying job. . . . Later, he was
pushed out altogether.

Under questioning from Levin,
Kolchinsky acknowledged that he
and his staff rated the complex
Goldman Sachs deal that this
month became the subject of fraud
charges brought against Goldman
by the Securities and Exchange
Commission.

The SEC alleges that Goldman
failed to disclose to investors that
hedge fund mogul John Paulson
helped pick the mortgages in the
deal with an eye toward betting
that they’d fail. Kolchinsky said this
information was never shared with
Moody’s . . .

“From my perspective it is
something I would have wanted to
know. . . . It changes the incentives
of the structure,” Kolchinsky said . . .

Source: © Tribune Media Services, Inc. 
All Rights Reserved. Reprinted with
permission.

c

b

from top management about the
shaky deals they were being asked
to rate.

“I retired because I got tired of
the frustration,” he said.

The panel’s chairman, Sen. Carl
Levin (D-Mich.), read e-mails from
inside the rating companies about
deals that never should have been
rated . . .

Most striking was testimony
from Eric Kolchinsky, a Moody’s
managing director who in 2007
was in charge of the division that
rated . . . collateralized debt obliga-
tions. CDOs are securities backed
by pools of U.S. mortgages that
have been packaged together into
bonds and sold to investors.

Kolchinsky recounted how in
the first two quarters of 2007, his
group generated more than $200
million in revenue for Moody’s by
giving complex deals investment-
grade ratings—which told investors
that they were relatively safe bets.
In the late summer of 2007, how-
ever, Kolchinsky was informed by
superiors that bonds issued a year
earlier were about to be severely
downgraded.

That should have required a
new methodology for ratings on
deals that were still pending, but
when he tried to do that, he was
told not to . . .

“My manager declined to do
anything about the potential fraud,
so I raised the issue to a more senior
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Quantity of mortgages-
backed securities
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2. As rating agencies
downgraded mortgage-backed
securities to reflect a higher
default risk, the demand for the
securities and their prices
decreased. The yield on the
securities rose.

Quantity of Treasury bonds
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2. The increase in the default risk
for mortage-backed securities
caused investors to increase their
demand for U.S. Treasury bonds.
This raised the  price of Treasury
bonds and lowered their yields.

1. The initial price of
U.S. Treasury bonds
is determined by the
intersection of the
initial demand and
supply curves.

1. The original high rating
granted to mortgage-backed
securities implied a low risk
of default. Investors paid a
higher price for the securities
than they would have if the
default risk was evaluated
accurately.
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(a) The demand for mortgage-backed securities decreases (b) The demand for U.S. Treasury bonds increases

Key Points in the Article
Employees of Moody’s Investors Service
and Standard & Poor’s testified before
the Senate Permanent Subcommittee on
Investigations in April 2010 about the
pressure they felt to give investment-
grade ratings to financial instruments
backed by pools of mortgages. Moody’s
and Standard & Poor’s later sharply
downgraded those instruments. A for-
mer executive at Standard & Poor’s
expressed concern to top management
about shaky deals the company asked
him to rate. When management did not
act on this concern, the executive
resigned his position. A former managing
director at Moody’s acknowledged that
he and his staff rated a deal proposed by
Goldman Sachs, for which the Securities
and Exchange Commission (SEC) later
charged Goldman Sachs with fraud.

Analyzing the News
In 2008, a U.S. Senate subcommittee
began investigating the financial cri-

sis that began in 2007. In April 2010, the
subcommittee heard testimony regarding
credit ratings agencies. A former Moody’s
vice president described pressure to grant
investment-grade ratings to financial
instruments, despite his concerns about
mortgages used to back the instruments.
The SEC regulates credit agencies. The
Credit Agency Reform Act, which took

An Inside Look at Policy 149

a

effect in 2007, prohibits the SEC from
regulating the methodologies used in
credit rating models. In the United States,
Moody’s, Standard & Poor’s, and Fitch
Ratings issue almost all credit ratings.

Eric Kolchinsky testified that after 
earning over $200 million for

Moody’s by granting investment-grade
ratings to complex deals in 2007, he was
told that bonds issued previously would
be downgraded. Kolchinsky recommend-
ed that future deals use a new rating
methodology. Credit agencies provided
the Congressional subcommittee addi-
tional evidence of extensive downgrad-
ing of mortgage-backed securities
between 2004 and 2007. The graphs
below illustrate the impact this down-
grading had on securities markets. The
credit rating agencies initially granted
high ratings of Aaa and AAA (see Table
5.1 on page 125 for definitions of the
ratings) to many of the mortgage-
backed securities. These high ratings led
investors to believe that the default risk
on the securities was very low, similar to
the default risk on U.S. Treasury bonds.
Panel (a) shows that after the rating
agencies downgraded the securities, the
demand for mortgage-backed securities

increased their prices and lowered their
yields.

Eric Kolchinsky testified that his 
staff rated a Goldman Sachs deal

for Moody’s that later was the subject
of an SEC fraud investigation.
Kolchinsky claimed that Moody’s was
not informed that the mortgages used
to back the Goldman Sachs deal were
selected in order to fail.

THINKING CRITICALLY
1. This chapter describes the determi-

nants of the risk structure of interest
rates. Which of these determinants
were affected by the downgrading of
mortgage-backed securities by credit
rating agencies described in testimony
before the Senate Permanent
Subcommittee on Investigations?

2. The Senate Permanent Subcommittee
on Investigations heard evidence of a
conflict of interest between the rating
agencies and the firms that issue secu-
rities. This chapter explains that the
conflict resulted from developments in
the 1970s that led rating agencies to
switch from selling ratings to investors
to selling ratings to the firms whose
bonds they rated. It wasn’t until 2007
that the conflict of interest contributed
to widespread downward adjustments
of credit ratings. Why didn’t the
conflict of interest lead to overrated
securities and downward ratings
adjustments sooner?

b

c

decreased from to , and the priceDM
2DM

1

fell from to . Yields on these
securities rose. Investors increased their
demand for safer Treasury bonds, which
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2PM
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Bond rating, p. 125
Default risk (or credit risk), p. 124
Expectations theory, p. 137
Liquidity premium theory (or 
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Municipal bonds, p. 130
Risk structure of interest rates,
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Segmented markets theory, p. 142

Term premium, p. 143
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CHAPTER SUMMARY AND PROBLEMS

KEY TERMS AND CONCEPTS

The Risk Structure of Interest Rates
Explain why bonds with the same maturity can have different interest rates.

SUMMARY
The risk structure of interest rates refers to the rela-
tionship among the interest rates on bonds that have
different characteristics but the same maturities. Bonds
differ in the following key characteristics: default risk
(or credit risk), liquidity, information costs, and taxa-
tion of coupons. The default risk premium on a bond is
the difference between the interest rate on the bond
and the interest rate on a Treasury bond with the same
maturity. Credit rating agencies, such as Moody’s and
Standard & Poor’s, assign bond ratings, which are sin-
gle statistics that summarize the rating agency’s view of
the bond issuer’s likely ability to make the required
payments on the bond. Bonds with higher default risk
will, all other factors being equal, have higher interest
rates. Bonds that are less liquid will have higher interest
rates than will bonds that are more liquid. Bonds that
have high information costs will have higher interest
rates than will bonds that have low information costs.
Bonds that have coupons subject to high tax rates will
have higher interest rates than will bonds that have
coupons that are subject to low tax rates.

Review Questions

1.1 What is the risk structure of interest rates? Briefly
explain why bonds that have the same maturities
often do not have the same interest rates.

1.2 What is default risk? How is default risk measured?

1.3 What is meant by a bond issuer’s creditworthi-
ness? What is a bond rating? Who are the major
credit rating agencies?

1.4 Draw a demand and supply graph for bonds
that shows the effect on a bond that has its
rating lowered. Be sure to show the demand

and supply curves and the equilibrium price
of the bond before and after the rating is
lowered.

1.5 How does the interest rate on an illiquid bond
compare with the interest rate on a liquid bond?
How does the interest rate on a bond with high
information costs compare with the interest rate
on a bond with low information costs?

1.6 What are the two types of income an investor
can earn on a bond? How is each taxed?

1.7 Compare the tax treatment of the coupons on
the following bonds: a bond issued by the city
of Houston, a bond issued by GE, and a bond
issued by the U.S. Treasury.

Problems and Applications

1.8 According to Moody’s, “Obligations rated Aaa
are judged to be of the highest quality, with
minimal credit risk.”

a. What “obligations” is Moody’s referring to?

b. What does Moody’s mean by “credit risk”?

Source: Moody’s Investors Services, Moody’s Rating
Symbols and Definitions, June 2009.

1.9 Moody’s has a separate ratings scale for munici-
pal bonds. Here is Moody’s definition of its Aaa
rating for municipal bonds: “Issuers or issues
rated Aaa demonstrate the strongest creditwor-
thiness relative to other US municipal or tax-
exempt issuers or issues.”

a. What is a municipal bond?

b. Why might Moody’s want to have a separate
ratings scale for municipal bonds, and why

5.1
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might those ratings be based on creditwor-
thiness relative to other bond issuers?

Source: Moody’s Investors Services, Moody’s Rating
Symbols and Definitions, June 2009.

1.10 In 2010, Republic Services, a waste management
firm, issued 10-year notes and 30-year bonds.
According to an article in the Wall Street
Journal, the 10-year notes had a risk premium
of 1.40 percentage points over 10-year Treasury
notes, while the 30-year bonds had a risk 
premium of 1.65 percentage points over 30-year
Treasury bonds. Why would the risk premium
be higher on Republic Services’s 30-year bonds
than on its 10-year notes?

Source: Kellie Geressy-Nilsen, “A Comeback for
Corporate Debt,” Wall Street Journal, March 2, 2010.

1.11 [Related to the Making the Connection on
page 127] According to an article in the New
York Times, “It was the near universal agreement
that potential conflicts were embedded in the
[bond] ratings model.” What is the bond ratings
model? What potential conflicts are embedded
in it?

Source: David Segal, “Debt Raters Avoid Overhaul
After Crisis,” New York Times, December 7, 2009.

1.12 Some economists have argued that one impor-
tant role of ratings agencies is to keep the man-
agers of firms that issue bonds from using the
funds raised in ways that would not be in the
best interests of the purchasers of the bonds.
Why might the managers of firms have different
goals than the investors who buy the firms
bonds? How does the existence of rating agen-
cies reduce this conflict between investors and
firm managers?

1.13 In April 2009, as part of the stimulus package
intended to fight the recession of 2007–2009,
Congress authorized “Build America Bonds,”
which states and cities could issue to build
roads, bridges, and schools. Unlike with regular
municipal bonds, however, the coupons on
Build American Bonds are taxable. Would you
expect the interest rates on these bonds to be
higher or lower than the interest rates on com-
parable municipal bonds? Briefly explain.

Source: Ianthe Jeanne Dugan, “Build America Pays Off
on Wall Street,” Wall Street Journal, March 10, 2010.

1.14 [Related to Solved Problem 5.1 on page 131]
Suppose a candidate who runs on a platform of
“soak the rich” wins the 2012 presidential elec-
tion. After being elected, he or she persuades
Congress to raise the top marginal tax rate on
the federal personal income tax to 65%. Use one
graph to show the impact of this change in tax
rates on the market for municipal bonds and
another graph to show the impact on the mar-
ket for U.S. Treasury bonds.

1.15 In 2010, Romania had been running large budget
deficits. In an attempt to reduce the deficits, the
Romanian government planned to reduce pen-
sions to retired government workers. However,
Romania’s highest court ruled that the reduc-
tions were unconstitutional. According to an
article in the Wall Street Journal, “Romanian
bonds also tumbled after the court said that a
15% reduction in pensions ordered by the
country’s center-right government was illegal.”

a. When the article reports that “Romanian
bonds tumbled,” what fell: the price of
Romanian bonds, the yield on Romanian
bonds, or both the price and the yield?

b. Why would the fact that Romania was unable
to cut government spending as planned
cause Romanian bonds to tumble?

Source: Gordon Fairclough, “ Court Blocks Romania’s
Austerity Moves,” Wall Street Journal, June 26–27, 2010.

1.16 [Related to the Chapter Opener on page 123]
Why would credit rating agencies indicate that
they might reduce the AAA rating on U.S.
Treasury bonds if the federal government runs
high deficits over a period of years? What effect
would a lower rating have on Treasury bond
interest rates?

1.17 [Related to the Making the Connection on
page 134] If investors began to believe that the
probability that the Treasury might default on its
bonds had increased, what would we observe in the
market for Treasury bonds? Draw a demand and
supply graph for bonds to illustrate your answer.

1.18 As mentioned in the chapter, during early 2010,
investors began to worry that the government of
Greece might default on its bonds. The rating
agencies downgraded Greek bonds several
times. Following one of the rating downgrades,
an article in the Wall Street Journal noted that:
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The spreads—or premiums demanded by
investors to lend—to Greece versus supersafe
Germany blew out again Tuesday, following
Moody’s downgrade of Greek debt to junk
status Monday. . . . The spread between
Greece and Germany was 671 basis points—
or 6.71 percentage points, up by a little less
than 80 basis points on the day.

a. What does it mean that Moody’s downgrad-
ed “Greek debt to junk status”? What is
Greek debt? What is junk status?

b. What is “the spread between Greece and
Germany”? Why would the spread increase as
a result of Moody’s action?

Source: Wall Street Journal, “Greek Spreads Blow 
Out . . . Yes, Again,” by Matt Phipps. Copyright 2010
by Dow Jones & Company, Inc. Reproduced with
permission of Dow Jones & Company, Inc. via
Copyright Clearance Center.

1.19 Some aspects of the tax status of a return from
a bond may cause the yield to maturity to be an
inaccurate measure of an investor’s return from
owning the bond. Suppose that Bob owns a
bond that was issued nine years ago and has one
year left to maturity. The bond has a yield to

maturity of 7%, with a current yield of 3% and
an expected capital gain of 4%. Suppose that
Juanita owns a bond that is a newly issued one-
year bond with a yield to maturity of 8%. If you
are an investor with a 33% tax rate on interest
income but a 0% tax rate on capital gains,
which bond would you prefer to own? Briefly
explain.

1.20 Suppose that, holding yield constant, investors
are indifferent as to whether they hold bonds
issued by the federal government or bonds
issued by state and local governments (that is,
they consider the bonds the same with respect
to default risk, information costs, and liquidity).
Suppose that state governments have issued per-
petuities (or consols) with $75 coupons and
that the federal government has also issued per-
petuities with $75 coupons. If the state and fed-
eral perpetuities both have after-tax yields of
8%, what are their pre-tax yields? (Assume that
the relevant federal income tax rate is 39.6%.)

1.21 What is a junk bond? Predict what will happen
to the yields on junk bonds as the level of
economic activity rises and falls during the
business cycle. Illustrate your answer with a
demand and supply graph for bonds.

SUMMARY
The term structure of interest rates refers to the rela-
tionship among the interest rates on bonds that are
otherwise similar but differ in maturity. The term
structure is often illustrated using the Treasury yield
curve, which is a graph showing for a particular day
the interest rates on Treasury bonds of different matu-
rities. There are three important facts about the term
structure: (1) Interest rates on long-term bonds are
usually higher than interest rates on short-term bonds;
(2) interest rates on short-term bonds are occasionally
higher than interest rates on long-term bonds; and (3)
interest rates on bonds of all maturities tend to rise
and fall together. Economists have developed three
theories to explain the term structure. The
expectations theory argues that for a given holding
period, say five years, the interest rate on a long-term
bond is the average of the expected interest rates on

The Term Structure of Interest Rates
Explain why bonds with different maturities can have different interest rates.

the short-term bonds during that period. The expecta-
tions theory does a good job of explaining facts 2 and
3 but cannot explain fact 1. The segmented markets
theory sees the markets for bonds of different maturi-
ties as being completely separated from each other.
Because there are more investors who prefer to hold
short-term bonds than there are investors who prefer
to hold long-term bonds, short-term bonds will have
lower interest rates than long-term bonds. The seg-
mented markets theory can thus explain fact 1 but has
difficulty explaining facts 2 and 3. Most economists
favor the liquidity premium theory (or preferred
habitat theory), which holds that interest rates on
long-term bonds are averages of the expected interest
rates on short-term bonds plus a term premium. The
term premium is the additional interest investors
require in order to be willing to buy a long-term bond
rather than a comparable sequence of short-term

5.2
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bonds. The liquidity premium theory successfully
explains all three facts about the term structure.
Information in the term structure can be useful in
forecasting future rates of inflation and future levels of
economic activity.

Review Questions

2.1 What is the term structure of interest rates?
What is the Treasury yield curve?

2.2 What are three key facts about the term 
structure?

2.3 Briefly describe the three theories of the term
structure.

Problems and Applications

2.4 Suppose that you want to invest for three years
to earn the highest possible return. You have
three options: (a) Roll over three one-year
bonds, which pay interest rates of 8% in the
first year, 11% in the second year, and 7% in the
third year; (b) buy a two-year bond with a 10%
interest rate and then roll over the amount
received when that bond matures into a one-
year bond with an interest rate of 7%; or (c)
buy a three-year bond with an interest rate of
8.5%. Assuming annual compounding, no
coupon payments, and no cost of buying or
selling bonds, which option should you choose?

2.5 Suppose that you have $1,000 to invest in the
bond market on January 1, 2012. You could buy
a one-year bond with an interest rate of 4%, a
two-year bond with an interest rate of 5%, a
three-year bond with an interest rate of 5.5%,
or a four-year bond with an interest rate of 6%.
You expect interest rates on one-year bonds in
the future to be 6.5% on January 1, 2013, 7% on
January 1, 2014, and 9% on January 1, 2015.
You want to hold your investment until January
1, 2016. Which of the following investment
alternatives gives you the highest return by
2016: (a) Buy a four-year bond on January 1,
2012; (b) buy a three-year bond January 1,
2012, and a one-year bond January 1, 2015; (c)
buy a two-year bond January 1, 2012, a one-year
bond January 1, 2014, and another one-year
bond January 1, 2015; (d) buy a one-year bond
January 1, 2012, and then additional one-year
bonds on the first days of 2013, 2014, and 2015?

2.6 Suppose that the interest rate on a one-year
Treasury bill is currently 3% and that investors

expect that the interest rates on one-year
Treasury bills over the next three years will be
4%, 5%, and 3%. Use the expectations theory to
calculate the current interest rates on two-year,
three-year, and four-year Treasury notes.

2.7 A student says, “The interest rate on the one-
year Treasury bill is currently 0.29%, while the
interest rate on the 30-year Treasury bond is
currently 4.10%. Why are any investors buying
the Treasury bill when they can receive a much
higher yield by buying the Treasury bond?”
Provide an answer to the student’s question.

2.8 [Related to Solved Problem 5.2a on page 141]
An anonymous billionaire investor was quoted
in the Wall Street Journal as asking: “Has there
ever been a carry trade that hasn’t ended badly?”
What is a carry trade? Why might it end badly?

Source: Robert Frank, “Where Billionaires Are Putting
Their Money,” Wall Street Journal, September 15, 2010.

2.9 [Related to Solved Problem 5.2a on page 141]
Interest rates on U.S. Treasury bills are typically
much lower than interest rates on U.S. Treasury
notes and bonds. If the federal government wants
to reduce the interest charges it pays when it bor-
rows money, why doesn’t the Treasury stop sell-
ing Treasury notes and bonds and sell only bills?

2.10 [Related to the Making the Connection on
page 136] What is the yield to maturity on a
Treasury bill that matures one year from now, has
a price of $1,010, and has a face value of $1,000?
If the consumer price index is expected to decline
during the year from 250 to 245, what is the
expected real interest rate on the Treasury bill?

2.11 [Related to Solved Problem 5.2b on page 144]
Use the data on Treasury securities in the
following table to answer the question:

Assuming that the liquidity premium theory is
correct, on March 5, 2010, what did investors
expect the interest rate to be on the one-year
Treasury bill two years from that date if the
term premium on a two-year Treasury note was
0.02% and the term premium on a three-year
Treasury note was 0.06%?

Date 1 year 2 year 3 year

03/05/2010 0.38% 0.91% 1.43%

Source: U.S. Department of the Treasury.
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2.12 The following excerpt from an article in the
Wall Street Journal describes Federal Reserve
Chairman Ben Bernanke’s interpretation of the
yield curve in 2006:

Fed Chairman Ben Bernanke . . . believes the
yield curve isn’t as good a recession predictor
as it once was. “I would not interpret the cur-
rently very flat yield curve as indicating a sig-
nificant economic slowdown to come,” he
said early last year. In the past, when the
yield curve was inverted, short-term rates
were “quite high,” but now, they aren’t.
Second, the flattening could result from a
structural fall in the “term premium,” that is
the additional return investors require for
holding long as opposed to short-term debt
securities.

a. With regard to the usefulness of using 
the yield curve to predict recessions, why
would it matter that in the past when the
yield curve was inverted, short-term rates
were “quite high,” while in the period
Bernanke was discussing, when the yield
curve was flat or inverted, short-term rates
were relatively low?

b. What is a “structural fall in the ‘term premi-
um’”? How would such a structural fall be
relevant to using the yield curve to predict
recessions?

c. Was Bernanke’s interpretation of the yield
curve correct?

Source: Wall Street Journal, “Fed Paper Looks at Yield
Curve-Recession Connection,” by Phil Izzo.
Copyright 2007 by Dow Jones & Company, Inc.
Reproduced with permission of Dow Jones &
Company, Inc. via Copyright Clearance Center.

2.13 The following is from the Annual Report for
2007 for the Vanguard 500 Index Fund:

The Federal Reserve Board extended its
money-tightening campaign during the 
first half of the year, raising its target for the
federal funds rate four times. The Fed then
paused, leaving the target rate unchanged 
at 5.25% for the rest of the year and 
inflation fears eased. Bond yields declined 
in the second half of the year, and short-

term yields were higher than longer-term
yields.

a. What do economists call the situation in
which short-term yields are higher than
long-term yields?

b. Long-term bonds are exposed to greater
interest-rate risk and have lower liquidity
than short-term bonds. Why, then, would
any investor buy long-term bonds if their
yields are lower than those of short-term
bonds?

Source: The Vanguard Group, Annual Report for the
Vanguard Index 500 Fund, 2007.

2.14 Writing in late 2009, a columnist in the Wall
Street Journal argued, “The current yield on 
30-year Treasuries is about 4.4%, and on 10-
year bonds it’s about 3.4%. Anyone lending
their money for that length of time on those
kinds of terms is taking a big risk.” Is the biggest
risk of holding long-term Treasury bonds at low
interest rates the risk that the Treasury will
default? Or is there another type of risk that
investors should be more worried about?

Source: Brett Arends, “Are Your Treasury Bonds
Safe?” Wall Street Journal, December 9, 2009.

2.15 The following is from an article in the Wall
Street Journal describing events in the market
for Treasury securities that day: “Treasurys
prices were mixed, with the shorter end of the
curve rising and longer-dated Treasurys falling
in price.” On the same graph, sketch two
Treasury yield curves, one showing the situation
on that day (as described in the sentence) and
one showing the situation on the day before.
Label one curve “today” and the other curve
“previous day.” Be sure to label both axes of
your yield curve graph.

Source: Wall Street Journal, February 22, 2008.

2.16 In mid-2010, some policymakers and econo-
mists were afraid that the U.S. economy might
slip into another recession, even though the pre-
vious recession had ended less than one year
earlier. A column in the Wall Street Journal ana-
lyzed the chances of a “double-dip recession”
occurring: “The consensus is that this won’t
happen. One of the major bits of supporting
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The yield on the two-year [Treasury] note—
seen as a proxy for expectations on the direc-
tion of Federal Reserve interest rates—
dropped to 0.63% early on Thursday, near a
record low. . . .

a. What does a “proxy for expectations on the
direction” of an interest rate mean?

b. Why would the interest rate on a two-year
Treasury note provide information on what
investors are expecting future values of the
federal funds rate to be?

Source: Prabha Natarajan and Matt Phillips, “Stocks
Drop; So Do Mortgage Rates,” Wall Street Journal,
June 25, 2010.
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evidence for this is that the yield curve remains
upward sloping.” What does an upward-sloping
yield curve have to do with the chance that a
recession may occur?

Source: Alen Mattich, “Taking Comfort from a
Positive Yield Curve?” Wall Street Journal, June 11,
2010.

2.17 The Federal Reserve sets a target for the federal
funds rate, which is the interest rate banks
charge each other on overnight loans.
Although the Fed doesn’t actually set the feder-
al funds rate, it is sometimes referred to as the
“Federal Reserve interest rate,” as in this
excerpt from a story from the Wall Street
Journal:

D5.1: Go to www.federalreserve.gov, and at the top of
the page, click on the box “Economic Research
& Data.” Select “Data Download Program.”
Download yields for the 1-year Treasury bill
and the 10-year Treasury note. Construct a
graph of the yields from 1950 to the present.
Identify any time periods during which short-
term rates were higher than long-term rates.

D5.2: Go to www.bloomberg.com and select “the
“Market Data” pull-down menu (the down

arrow beside “Market Data”) from the top of
the page. Select “Rates and Bonds” and you will
see data for the interest rates on U.S. Treasuries
and a Treasury yield curve.

Briefly describe the current shape of the
yield curve. Can you use the yield curve to draw
any conclusion about what participants in bond
markets expect will happen to the economy in
the future?

DATA EXERCISES
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LEARNING OBJECTIVES
After studying this chapter, you should be able to:

6
The Stock Market, Information,
and Financial Market Efficiency

C H A P T E R
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6.1 Understand the basic operations of the
stock market (pages 157–162)

6.2 Explain how stock prices are determined
(pages 163–168)

6.3 Explain the connection between the assump-
tion of rational expectations and the efficient
markets hypothesis (pages 168–174)

6.4 Discuss the actual efficiency of financial
markets (pages 174–177)

6.5 Discuss the basic concepts of behavioral
finance (pages 177–179)

WHY ARE STOCK PRICES SO VOLATILE?

Everybody seems to love Apple. From the iPod to the
iPhone to the iPad, the firm has released one hit prod-
uct after another. But how good an investment has
Apple been? Suppose your grandparents had given you
100 shares of Apple’s stock back in 1995. If you had
held on to the shares through June 2010, what would
have happened to your investment? As the table on the

next page shows, the dollar value of your 100 shares
would have been seven times greater in 2010 than it
was in 1995. But the table also shows that you would
have been in for a wild ride, with the value of your
investment bouncing up and down like a yo-yo. But
Apple is just one stock. What if your stock market
investment had been spread across a group of stocks?

Key Issue and Question

At the end of Chapter 1, we noted that the financial crisis that began in 2007 raised a series of
important questions about the financial system. In answering these questions, we will discuss the
essential aspects of the financial system. Here are the key issue and key question for this chapter:

Issue: During the financial crisis, many small investors sold their stock investments, fearing that they
had become too risky.

Question: Is the 2007–2009 financial crisis likely to have a long-lasting effect on the willingness of
individuals to invest in the stock market?

Answered on page 179

Continued on next page 
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The stock market is an important source of funds for large corporations. It is also
where millions of individual investors save for large purchases or for retirement. Savers
sometimes buy individual stocks, but more often their stock market investments are in
mutual funds or pension funds. In this chapter, we discuss the basics of how the stock
market operates and look at the factors that determine stock prices.

Stocks and the Stock Market
As we saw in Chapter 1, by buying stock in a company, an investor becomes a par-
tial owner of the company. As an owner, a stockholder, sometimes called a
shareholder, has a legal claim on the firm’s profits and on its equity, which is the dif-
ference between the value of the firm’s assets and the value of its liabilities. Because
ownership of a firm’s stock represents partial ownership of a firm, stocks are some-
times referred to as equities. Bonds represent debt rather than equity. Most firms
issue millions of shares of stock. For instance, in 2010, Apple had issued more than
900 million shares of stock. So, most shareholders own only a very small fraction of
the firms they invest in.

A sole proprietor, who is the sole owner of a firm, or someone who owns a firm with
partners, has unlimited liability for the firm’s debts. If the firm goes bankrupt, anyone
the firm owes money to can sue the owners for their personal assets. An investor 
who owns stock in a firm organized as a corporation is protected by limited liability.

The Dow Jones Industrial average (often called the
“Dow”) is the best-known measure of the performance
of the U.S. stock market. The Dow is an average of the
stock prices of 30 large corporations. If you had invested
in the Dow in 1995, your investment would have more
than doubled by early 2000. Unfortunately, your invest-
ment would then have declined by more than 25% by
early 2003. But, good news! Between early 2003 and the
fall of 2007, your investment would have increased by
more than 75% . . . before declining by more than 50%
between the fall of 2007 and the spring of 2009 . . . and
then bouncing back almost 50% by the end of 2009. So,
your investment in the Dow would have hardly been
more stable than your investment in just Apple.

Clearly, buying stocks is not for faint-hearted
investors. But what explains the volatility of stock

prices? And more importantly, what role does the
stock market play in the financial system and the
economy? Although the stock market has always been
volatile, the movements in stock prices during the past
15 years have been particularly large. The plunge in
stock prices during the 2007–2009 financial crisis
unnerved many investors, some of whom took all their
savings out of the stock market and vowed never to
return. In fact, many investors who bought stocks in
2000 and held them through 2010 found that they had
received a negative real return on their investment
over the 10-year period. Usually, you should expect to
receive a higher return from investing in stocks than
from investing in less risky investments, such as
Treasury bonds. But during these years, many
investors received a lower return from investing in
stocks than they would have received on less risky
investments.

Following the tremendous decline in stock prices
during the Great Depression of the 1930s, many
investors permanently turned away from the stock
market. Will investors have the same reaction to the
stock market volatility of recent years? And if they do,
what will be the consequences for the financial system
and the economy?

Read AN INSIDE LOOK on page 180 for a discus-
sion of how investors reacted to volatility in the stock
market in 2010.

Date
Price per share 
of Apple stock

Value of 100 shares
of Apple stock

June 1995 $37 $3,700
July 1997 13 1,300
April 2000 132 13,200
December 2000 14 1,400
February 2005 91 9,100
November 2007 191 19,100
March 2009 85 8,500
June 2010 278 27,800

6.1

Learning Objective
Understand the basic
operations of the stock
market.

Corporation A legal form
of business that provides
owners with protection
from losing more than their
investment if the business
fails.
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Limited liability is the legal provision that shields owners of a corporation from losing
more than they have invested in the firm. If you had bought $10,000 worth of stock in
General Motors, that was the most you could lose when the firm went bankrupt. In the
eyes of the law, a corporation is a legal “person,” separate from its owners. Without the
protection of limited liability, many investors would be reluctant to invest in firms
whose key decisions are made by the firm’s managers rather than by its stockholders.

Common Stock Versus Preferred Stock
There are two main categories of stock: common stock and preferred stock. Both rep-
resent partial ownership of a corporation, but they have some significant differences.
Corporations are run by boards of directors who appoint the firm’s top management,
such as the chief executive officer (CEO), chief operating officer (COO), and chief
financial officer (CFO). Common stockholders elect the members of the board of
directors, but preferred stockholders are not eligible to vote in these elections.

Corporations distribute some of their profits to their stockholders by making pay-
ments called dividends, which are typically paid quarterly. Preferred stockholders receive
a fixed dividend that is set when the corporation issues the stock. Common stockholders
receive a dividend that fluctuates as the profitability of the corporation varies over time.
Corporations suffering losses may decide to suspend paying dividends, but if the 
corporation does pay dividends, it must first pay the dividend promised to preferred
stockholders before making any dividend payments to the common stockholders. If the
corporation declares bankruptcy, its debt holders—investors and financial institutions
that have bought the corporation’s bonds or made loans to the corporation—are paid off
first, and then the preferred stockholders are paid off. Only if anything is left after the
preferred stockholders have been paid off are the common stockholders paid anything.

The total market value of a firm’s common and preferred stock is called the firm’s
market capitalization. For instance, in mid-2010, the total value of Apple’s outstanding
stock—and, therefore, Apple’s market capitalization—was about $245 billion.

How and Where Stocks Are Bought and Sold
Although there are more than 5 million corporations in the United States, only about
5,100 corporations are publicly traded companies that sell stock in the U.S. stock mar-
ket. The remaining corporations, along with the millions of sole proprietorships and
partnerships, are private firms, which means they do not issue stock that is bought and
sold on the stock market.

Just as the “automobile market” refers to the many places where automobiles are
bought and sold, the “stock market” refers to the many places where stocks are bought
and sold. In the case of stocks, the “places” are both physical and virtual, as the elec-
tronic trading of stocks has become increasingly important. Still, when many people
think of the U.S. stock market, they think of the New York Stock Exchange (NYSE)
building, which is located on Wall Street in New York City. The NYSE is an example of
a stock exchange where stocks are bought and sold face-to-face on a trading floor.
Trading takes place every business day between the hours of 9:30 A.M. and 4:00 P.M.
Many of the largest U.S. corporations, such as IBM, McDonald’s, and Wal-Mart, are
listed on the NYSE’s Big Board. In recent years, much of the trading on the NYSE has
been done electronically, although some trading still takes place on the floor of the
exchange. Trading on the NASDAQ stock market, which is named for the National
Association of Securities Dealers, is entirely electronic. The NASDAQ is an example of
an over-the-counter market in which dealers linked by computer buy and sell stocks.
Dealers in an over-the-counter market attempt to match up the orders they receive
from investors to buy and sell the stocks. Dealers maintain an inventory of the stocks
they trade to help balance buy and sell orders.

Dividend A payment that
a corporation makes to
stockholders, typically on a
quarterly basis.

Publicly traded company
A corporation that sells
stock in the U.S. stock 
market; only 5,100 of the 
5 million U.S. corporations
are publicly traded 
companies.

Stock exchange A physi-
cal location where stocks
are bought and sold face-
to-face on a trading floor.

Over-the-counter 
market A market in which
financial securities are
bought and sold by dealers
linked by computer.

Limited liability The legal
provision that shields 
owners of a corporation
from losing more than they
have invested in the firm.
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Keep in mind the distinction between a primary market and a secondary market.
In the stock market, just as in the bond market, most buying and selling is of existing
stocks among investors rather than newly issued stocks supplied by firms. So, for both
stocks and bonds, the secondary market is much larger than the primary market.

Traditionally, an individual investor purchased stocks by establishing an account
with a stockbroker, such as Merrill Lynch (now part of Bank of America). Brokers buy
and sell stocks for investors in return for a payment known as a commission. Today, many
investors buying individual stocks use online brokerage firms, such as E*TRADE or TD
AMERITRADE. Online brokers typically charge lower commissions than do traditional
brokers, but they also do not provide investment advice and other services that tradition-
al brokers offer. Many investors prefer to buy stock mutual funds rather than individual
stocks. Because stock mutual funds, such as Fidelity Investment’s Magellan Fund, hold
many stocks in their portfolios, they provide investors with the benefits of diversification.

The 5,100 publicly traded U.S. corporations represent only about 10% of the firms
listed on stock exchanges worldwide. Figure 6.1 shows the 10 largest global stock mar-
kets, listed by the total value of the shares traded. Although the NYSE remains the
world’s largest, foreign stock markets have been rapidly increasing in size. The shares
of the largest foreign firms, such as Sony, Toyota, and Nokia, trade indirectly on the
NYSE in the form of American Depository Receipts, which are receipts for shares of
stock held in a foreign country. Some mutual funds, such as Vanguard’s Global Equity
Fund, also invest in the stock of foreign firms. It is possible to buy individual stocks
listed on foreign stock exchanges by setting up an account with a local brokerage firm
in the foreign country. Although at one time only the wealthy invested directly in for-
eign stock markets, today the Internet has made it much easier for the average investor
to research foreign companies and to establish foreign brokerage accounts.

Measuring the Performance of the Stock Market
The overall performance of the stock market is measured using stock market indexes,
which are averages of stock prices. The value of a stock market index is set equal to 100
in a particular year called the base year. Because the stock market indexes are intended
to show movements in prices over time, rather than the actual dollar value of the
underlying stocks, the year chosen for the base year is not important. The most widely
followed stock indexes are the three that appear on the first page of the Wall Street
Journal’s Web site: the Dow Jones Industrial Average, the S&P 500, and the NASDAQ
Composite index. Although the Dow is an average of the prices of the stocks of just 30
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World Stock Exchanges,
2009
The New York Stock Exchange
remains the largest stock
exchange in the world, but other
exchanges have been increasing
in size. The exchanges are ranked
on the basis of the total value of
the shares traded on them.

Note: Although they operate
independently, the New York
Stock Exchange owns Euronext.

Source: www.world-exchanges.
org.•

Stock market index An
average of stock prices that
is used to measure the
overall performance of the
stock market.

www.world-exchanges.org
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large firms, including Coca-Cola, Microsoft, and Walt Disney, it is the most familiar
index to many individual investors. The S&P 500 index includes the 30 stocks that are
in the Dow as well as stocks issued by 470 other large companies, each of which has a
market capitalization of at least $3.5 billion. A committee of the Standard & Poor’s
Company chooses the firms to represent the different industries in the U.S. economy.
Because these firms are so large, the total value of their stocks represents 75% of the
value of all publicly traded U.S. firms. The NASDAQ Composite index includes the
2,750 stocks that are traded in the NASDAQ over-the-counter market. Some firms in
the NASDAQ Composite index, such as Microsoft and Intel, are also included in the
Dow and in the S&P 500, but the NASDAQ includes stocks issued by many smaller
technology firms that are not included in the other indexes.

Although these three stock indexes are averages of the stock prices of different com-
panies, Figure 6.2 shows that they move broadly together. All three indexes increased sub-
stantially in the late 1990s and reached peaks in early 2000. Much of the growth in stock
prices during the late 1990s was fueled by the “dot-com boom,” during which investors
enthusiastically believed that many new online firms would become very profitable com-
peting with traditional “brick and mortar” stores. Some dot-coms, such as Amazon.com,
did succeed and become profitable, but many others, such as Pets.com, eToys.com, and
Webvan.com, did not. Because the NASDAQ Composite index contained many more
dot-com stocks than did the other two indexes, it soared to a particularly high peak in
early 2000. As investors became convinced that many dot-coms would not become prof-
itable, all three indexes declined sharply, although the decline in the NASDAQ was the
most severe. The recession of 2001 also contributed to a general fall in stock prices.

The Dow and the S&P 500 recovered from the dot-com crash, reaching new all-
time highs in the fall of 2007. The NASDAQ has yet to come close to regaining the high
it reached in early 2000. The financial crisis and the recession that began in December
2007 caused all three indexes to decline sharply until the spring of 2009, when all three
began a partial recovery. In Wall Street jargon, an increase in stock prices of more than
20% is called a bull market, while a decline in stock prices of more than 20% is called
a bear market. So, during the period covered by the graphs, the U.S. stock market expe-
rienced three bull markets and two bear markets.

Does the Performance of the Stock Market Matter to the Economy?
Figure 6.2 shows that the stock market goes through substantial swings. These swings
affect the personal finances of investors who own stocks, but do the swings affect the
broader economy? Economists believe that fluctuations in stock prices can affect the
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Figure 6.2 Fluctuations in the Stock Market, January 1994–June 2010

The performance of the U.S. stock market can be followed through stock
market indexes, which are averages of stock prices. The most widely followed
indexes are the Dow Jones Industrial Average, the S&P 500 index, and the

NASDAQ Composite index. The graphs show that all three indexes follow
roughly similar patterns, although the NASDAQ reached a peak in early 2000
that it has not come close to reaching again.•
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economy by affecting the spending of households and firms. Rising stock prices can
lead to increased spending, and falling stock prices can lead to decreased spending.
Increases in spending can lead to increases in production and employment, while
decreases in spending can lead to decreases in production and employment. The effect
of changes in stock prices on spending occurs through several channels.

First, large corporations use the stock market as an important source of funds for
expansion. Higher stock prices make it easier for firms to fund spending on real physi-
cal investments such as factories and machinery, or on research and development, by
issuing new stock. Lower stock prices make it more difficult for firms to finance this
type of spending. Second, stocks make up a significant portion of household wealth.
When stock prices rise, so does household wealth, and when stock prices fall, so does
household wealth. For example, the increase in stock prices between 1995 and 2000
increased wealth by $9 trillion, while the decline in stock prices between 2000 and 2002
wiped out $7 trillion in wealth. Similarly, the fall in stock prices between the fall of 2007
and the spring of 2009 wiped out $8.5 trillion in wealth. Households spend more when
their wealth increases and less when their wealth decreases. So, fluctuations in stock
prices can have a significant impact on the consumption spending of households.

Finally, the most important consequence of fluctuations in stock prices may be
their effect on the expectations of consumers and firms. Significant declines in stock
prices are typically followed by economic recessions. Consumers who are aware of this
fact may become more uncertain about their future incomes and jobs when they see a
large fall in stock prices. Christina Romer, an economist at the University of California,
Berkeley, and former chair of the Council of Economic Advisers in the Obama admin-
istration, has argued that the stock market crash of 1929 played an important role in
bringing on the Great Depression of the 1930s. Romer argues that the crash increased
uncertainty among consumers about their future incomes, which caused them to sig-
nificantly reduce spending on consumer durables, such as automobiles, furniture, and
appliances. These spending declines led to production and employment declines in the
affected industries, which worsened the economic downturn that had already begun. By
increasing uncertainty, fluctuations in stock prices can also cause firms to postpone
spending on physical investment.

Making the Connection

Are You Still Willing to Invest in the U.S. Stock Market?
The financial crisis of 2007–2009 dealt the U.S. stock market a heavy blow. From its peak
above 14,000 in October 2007, the Dow dropped to about 6,500 in March 2009, a decline
of nearly 54%. The S&P 500 index and the NASDAQ Composite index suffered similar
declines. Not surprisingly, many small investors headed for the stock market exits.
Between the third quarter of 2008 and the first quarter of 2009, households redeemed
$835 billion more in stock mutual fund shares than they purchased. The value of the
mutual funds held by households declined by almost $2 trillion during this period.

As the Dow began to recover in March 2009, some individual investors returned to
the stock market, but many did not. In March 2010, an article in the New York Times
observed,“One of the most powerful bull markets of all time hits its first anniversary this
week, and individual investors hate U.S. stocks almost as much as they did when the mar-
ket was tumbling to a 12-year low last March.” The period from 1999 to 2009 was a very
poor one for stock market investors. During these years, there were bear markets in
2000–2002 and 2007–2009, and, overall, the major stock indexes were lower at the end of
2009 than they had been at the end of 1999. Is it possible that this 10-year period of poor
performance has permanently soured individual investors on the U.S. stock market?
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Research by Ulrike Malmendier of the University of California, Berkeley, and
Stefan Nagel of Stanford University Graduate School of Business, indicates that
investors’ willingness to participate in the stock market is affected by the returns they
have experienced during their lives. The worst bear market in U.S. history occurred
from 1929 to 1932, when the Dow declined by 89%. Malmendier and Nagel find that
even decades later, investors who lived through that period were reluctant to invest in
the stock market. For instance, during the 1960s, when stock prices grew rapidly, older
investors who had lived through the 1930s invested much less in stocks than did
younger investors. By contrast, in the early 1980s, young investors, who experienced
the poorly performing stock market of the 1970s, invested less in the stock market than
did older investors, who had experienced the bull market of the 1960s. Malmendier
and Nagel’s findings suggest that the poor performance of the stock market from 1999
to 2009 may have a negative effect on stock market participation for a long time, par-
ticularly among younger investors.

It is possible that the impression that the market is not a level playing field may fur-
ther reduce the participation of individual investors in the stock market. During the
financial crisis of 2007–2009, a number of developments may have led some investors
to lose faith in the fairness of the U.S. stock market. For example, Bernard Madoff
defrauded billions of dollars from investors and was sentenced in 2009 to 150 years in
federal prison. Several other fraudulent investment schemes also received widespread
publicity. On May 6, 2010, the New York Stock Exchange experienced what came to be
called a flash crash in which the Dow declined by 1,000 points in just a few minutes
before recovering by 700 points a few minutes later. Although the reasons for the flash
crash are not entirely clear, it appears to have been driven by computer trading. Many
individual traders interpreted the crash as an indication that large institutional investors
were manipulating the market at the expense of individual investors. One investor was
quoted as reacting: “I was just dumbfounded. The whole thing could have melted down,
and I wouldn’t have had much to do with it one way or the other.”

A poll in early 2010 showed that while 24% of those polled had little or no faith in
their local banks, 67% had little or no faith in Wall Street. Research by Luigi Guiso of
the European University Institute and coauthors has shown that differences in the
degree of trust individual investors have in the stock market help explain differences in
stock market participation across countries.

An important issue for the U.S. financial system in the coming years is whether
young investors whose experience with the stock market has been largely negative will
be less willing than older investors to participate in the stock market. Economists con-
tinue to debate the possible consequences for market efficiency if the share of stock
market trading carried out by individual investors continues to shrink relative to the
share carried out by institutional investors such as pension funds and hedge funds.

Sources: Quote from individual investor is from E.S. Browning, “Small Investors Fell Stocks, Changing
Market Dynamics,” Wall Street Journal, July 12, 2010; Tom Lauricella, “Stocks’ Run Draws Yawns from
Buyers,” New York Times, March 8, 2010; Ulrike Malmendier and Stefan Nagel, “Depression Babies:
Do Macroeconomic Experiences Affect Risk-Taking?” forthcoming, Quarterly Journal of Economics;
Luigi Guiso, Paola Sapienza, and Luigi Zingales, “Trusting the Stock Market,” Journal of Finance, Vol.
63, No. 6, December 2008, pp. 2557–2600; Board of Governors of the Federal Reserve System, Flow
of Funds Accounts of the United States, June 5, 2008, and December 10, 2009; and Zogby Interactive,
“Voter Confidence in Big Banks, Corporations, and Wall Street Even Lower Than That of Government,”
zogby.com, February 18, 2010.

Test your understanding by doing related problem 1.11 on page 183 at the end of
this chapter.
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How Stock Prices Are Determined
We have seen that stock indexes fluctuate, but what determines the prices of the indi-
vidual stocks that make up those indexes? In Chapter 3, we discussed a key fact about
financial markets: The price of a financial asset is equal to the present value of the pay-
ments to be received from owning it. In that chapter, we applied this rule to the prices of
bonds, but the rule holds equally true for stocks, as we will see in the following sections.

Investing in Stock for One Year
Individual investors do not purchase stock in an attempt to control the firms whose
stock they buy; they leave that to the firms’ managers, supervised by their boards of
directors. Instead, investors view purchases of stock as a financial investment on which
they hope to receive a high rate of return. Suppose you intend to invest in Microsoft
stock for one year. During the year, you expect to receive a dividend, and at the end of
the year you can, if you choose, sell the stock for its market price at that time. Firms pay
dividends quarterly, but for the sake of simplicity, we will assume that they make a sin-
gle payment of dividends at the end of the year. Suppose you expect that Microsoft will
pay a dividend of $0.60 and that the price of Microsoft stock at the end of the year will
be $32. To the investor, the value of the stock equals the present value of these two dol-
lar amounts, which are sometimes referred to as the cash flows from owning the stock.

In Chapter 3, we saw how investors in the bond market use an interest rate to dis-
count future payments in calculating the present value of a bond. Similarly, you need
to use a discount rate to calculate the present value of the cash flows from the stock.
Rather than use the interest rate on, say, bank CDs to discount the cash flows, it makes
sense for you to use a rate that represents your expected return on alternative invest-
ments of comparable risk to investing in shares of Microsoft. Taking the viewpoint of
investors, economists refer to this rate as the required return on equities, rE. From the
viewpoint of firms, this is the rate of return they need to pay to attract investors, so it
is called the equity cost of capital. The required return on equities and equity cost of
capital are the same rate—just looked at from the differing perspectives of investors
and firms.

We can think of the required return on equities as the sum of a risk-free interest
rate—usually measured as the return on Treasury bills—and a risk premium that
reflects that investments in stocks are riskier than investments in Treasury bills. The risk
premium included in the required return on equities is called the equity premium
because it represents the additional return investors must receive in order to invest in
stocks (equities) rather than Treasury bills. The equity premium for an individual stock,
such as Microsoft, has two components. One component represents the systematic risk
that results from general price fluctuations in the stock market that affect all stocks, such
as the decline in stock prices during the financial crisis of 2007–2009. The other com-
ponent is unsystematic, or idiosyncratic, risk that results from movements in the price of
that particular stock that are not caused by general fluctuations in the stock market. An
example of unsystematic risk would be the price of Microsoft’s stock falling because a
new version of Windows has poor sales.

Suppose that taking these factors into account, you require a 10% return in order
to be willing to invest in Microsoft. In this case, to you, the present value of the two
dollar amounts—the expected dividend and the expected price of the stock at the end
of the year—is:

$0.60

1 + 0.10
+

$32

1 + 0.10
= $29.64.

Required return on
equities, rE The expected
return necessary to com-
pensate for the risk of
investing in stocks.

6.2

Learning Objective
Explain how stock
prices are determined.
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Making the Connection

How Should the Government Tax Dividends 
and Capital Gains?
When investors receive dividends and capital gains on their stock investments, they must
report them as taxable income. Economists and policymakers debate the best way of tax-
ing dividends and capital gains. Corporate profits are subject to the corporate profits tax,
which companies pay before they distribute dividends to their stockholders. Because
stockholders must pay individual income taxes on the dividends they receive, the result
is a double taxation of dividends. This double taxation has several effects: First, because

If the price of a share of Microsoft is currently less than $29.64, you should buy the
stock because it is selling for less than the present value of the funds you will receive
from owning the stock. If the price is greater than $29.64, you should not buy the stock.

If we take the perspective of investors as a group, rather than that of a single
investor, then we would expect the price of a stock today, Pt, to equal the sum of the
present values of the dividend expected to be paid at the end of the year, , and the
expected price of the stock at the end of the year, , discounted by the market’s
required return on equities, rE, or

Note that we use the superscript e to indicate that investors do not know with certainty
either the dividend the firm will pay or the price of the firm’s stock at the end of the
year.

The Rate of Return on a One-Year Investment in a Stock
For a holding period of one year, the rate of return on an investment in a bond
equals the current yield on the bond plus the rate of capital gain on the bond. We
can calculate the rate of return on an investment in a stock in a similar way. Just as
the coupon divided by the current price is the current yield on a bond, the expected
annual dividend divided by the current price is the dividend yield on a stock. The
rate of capital gain on a stock is equal to the change in the price of the stock during
the year divided by the price at the beginning of the year. So, the expected rate 
of return from investing in a stock equals the dividend yield plus the expected rate of
capital gain:

Or,

At the end of the year, you can calculate your actual rate of return by substituting
the dividend actually received for the expected dividend and the actual price of the
stock at the end of the year for the expected price. For example, say that you purchased
a share of Microsoft for $30, Microsoft paid a dividend of $0.60, and the price of
Microsoft at the end of the year was $33. Your rate of return for the year would be:
($0.60/$30) + ($33 - $30)/$30 = 0.02 + 0.10 = 0.12, or 12%.

R =
De

t+1

Pt
+

(Pe
t+1 - Pt)

Pt
.

Rate of return =
Expected annual dividend

Initial price
+

Expected change in price

Initial price
,

Pt =
De

t+1

(1 + rE)
+

Pe
t+1

(1 + rE)
.

Pe
t+1

De
t+1

Dividend yield The
expected annual dividend
divided by the current price
of a stock.
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dividends are taxed at both the firm level and the individual level, the return investors
receive from buying stocks is reduced, which reduces the incentive individuals have to
save in the form of stock investments and increases the costs to firms of raising funds.
Second, because profits that firms distribute to stockholders are taxed a second time,
firms have an incentive to retain profits rather than to distribute them to stockholders.
Retaining profits may be inefficient if firms are led to make investments that have lower
returns than the investments stockholders would have made had they received dividends.
Finally, because firms can deduct from their profits the interest payments they make on
loans and bonds, the double taxation of dividends gives firms an incentive to take on
what may be an excessive level of debt rather than issue stock.

Some economists have proposed eliminating the double taxation of dividends by
integrating the corporate and individual income taxes. Under this plan, for tax purposes,
firms would allocate all of their profits to their stockholders, even those profits not distrib-
uted as dividends. The corporate income tax would be eliminated, and individuals would
be responsible for paying all the taxes due on corporate profits. Although this plan would
eliminate the problems with double taxation, it would require an extensive revision of the
current tax system and has not attracted much support from policymakers.

Capital gains are taxed only when an investor sells an asset and realizes the gain.
Some economists argue that taxing capital gains results in a lock-in effect because
investors may be reluctant to sell stocks that have substantial capital gains. This reluc-
tance is increased by the fact that investors have to pay taxes on their nominal gains
without an adjustment for inflation. If many investors are locked-in to their current
portfolios, then the prices in those portfolios will be different than they would be in the
absence of capital gains taxes, which may send misleading signals to investors and firms.

In 2003, Congress reduced from 35% to 15% both the tax on dividends and the
tax on capital gains on stocks and other assets held for at least one year. Because 15%
is below the top individual tax rate of 35%, this rate cut reduced the inefficiencies
resulting from the double taxation of dividends and the taxation of capital gains. Some
policymakers have criticized the lower tax rate on dividends, however, for adversely
affecting the distribution of after-tax income. For example, households at the very top
of the income distribution earn three-quarters of their income from dividends and
capital gains. So, the low tax rate on dividends and capital gains can reduce the tax rate
high-income households pay relative to the tax rate paid by lower-income households
who may depend more heavily on wage income taxed at the regular rates. During 2010,
President Barack Obama and Democratic leaders in Congress proposed raising the tax
rate on dividends and capital gains to reduce what they perceived to be an inequity.

The trade-off between efficiency and equity is a recurring issue in economic policy.
Policymakers must often balance the need to improve economic efficiency, which can
increase incomes and growth, with the desire to distribute income more equally.

Sources: Robert D. Hershey, Jr., “With Rules in Flux, It’s a Tough Time for Tax Strategies,” New York
Times, February 14, 2010; and “Top-Earning U.S. Households Averaged $345 Million in 2007, IRS
Says,” bloomberg.com, February 18, 2010.

Test your understanding by doing related problem 2.10 on page 184 at the end of
this chapter.

The Fundamental Value of Stock
Now consider the case of an investor who intends to invest in a stock for two years. The
logic we used in the case of the one-year investment can be directly extended to 
the case of a two-year investment: The price of the stock should be equal to the sum of
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the present values of the dividend payments the investor expects to receive during the
two years plus the present value of the expected price of the stock at the end of two years:

We could continue to consider investments over longer and longer numbers of
years, which would lead to similar equations, with the final expected price term being
pushed further and further into the future. Ultimately, as we found when discussing
bonds, the price of a share of stock should reflect the present value of all the payments
to be received from owning the stock over however many periods. In fact, economists
consider the fundamental value of a share of stock to be equal to the present value of
all the dividends expected to be received into the indefinite future:

where the ellipsis ( ...) indicates that the dividend payments continue forever. Because
we are looking at an infinite stream of dividend payments, there is no longer a final
price term, in the equation.

What about firms that pay no dividends, such as Apple and Berkshire Hathaway,
the company run by Warren Buffett, perhaps the best-known and most successful
investor of recent decades? We can use this same equation to calculate the fundamen-
tal value of the firm under the assumption that investors expect it to eventually start
paying dividends. In that case, some of the initial expected dividend terms would be
zero, and we would insert positive numbers starting in the year in which we expected
the firm to begin paying dividends. Investors probably would not buy the stock of a
firm that was never expected to pay dividends because in that case investors would
never expect to receive their proportionate share of the firm’s profits.

The Gordon Growth Model
The equation given above for the fundamental value of a share of stock isn’t too help-
ful to an investor trying to evaluate the price of a stock because it requires forecasting
an infinite number of dividends. Fortunately, in 1959 Myron J. Gordon, then an econ-
omist at the Massachusetts Institute of Technology, developed a handy method of esti-
mating the fundamental value of a stock. Gordon considered the case in which
investors expect a firm’s dividends to grow at a constant rate, g, which could be, say,
5%. In that case, each of the dividend terms in the equation above would be 5% greater
than the dividend received in the previous year. Using this assumption that dividends
are expected to grow at a constant rate, Gordon developed an equation showing the
relationship between the current price of the stock, the current dividend paid, the
expected growth rate of dividends, and the required return on equities. This equation
is called the Gordon growth model:

Suppose, for instance, that Microsoft is paying an annual dividend of $0.60 per
share that an investor would receive immediately. The dividend is expected to grow at
a constant rate of 7% per year, and the return investors require to invest in Microsoft
is 10%. Then, the current price of a share of Microsoft stock should be:

$0.60 *
(1 + 0.07)

(0.10 - 0.07)
= $21.40.
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(1 + g)
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Gordon growth model
A model that uses the
current dividend paid, the
expected growth rate of
dividends, and the required
return on equities to
calculate the price of a
stock.  
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There are several points to notice about the Gordon growth model:

1. The model assumes that investors receive the first dividend during the current
period—that is, investors receive the first dividend right away rather than at the
end of the year.

2. The model assumes that the growth rate of dividends is constant. This may be
unrealistic because investors might believe that dividends will grow in an uneven
pattern. For instance, Microsoft’s profits—and the dividends it pays—may grow
more rapidly during the years following the introduction of a new version of
Windows than during the following years. Nevertheless, the assumption of con-
stant dividend growth is a useful approximation in analyzing stock prices.

3. To use the model, the required rate of return on the stock must be greater than the
dividend growth rate. This is a reasonable condition because if a firm’s dividends
grow at a rate faster than the required return on equities, the firm will eventually
become larger than the entire economy, which, of course, cannot happen.

4. Investors’ expectations of the future profitability of firms and, therefore, their
future dividends, are crucial in determining the prices of stocks.

Solved Problem 6.2
Using the Gordon Growth Model

The Gordon growth model is a useful tool for calculat-
ing the price of a stock. Apply the model to answer the
following two problems:

a. If General Electric (GE) is currently paying an
annual dividend of $0.40 per share, its dividend is
expected to grow at a rate of 7% per year, and the
return investors require to buy GE’s stock is 10%,
calculate the price per share for GE’s stock.

b. In March 2010, the price of IBM’s stock was $127
per share. At the time, IBM was paying an annual
dividend of $2.20 per share. If the return investors
required to buy IBM’s stock was 0.10, what growth
rate in IBM’s dividend must investors have been
expecting?

Solving the Problem
Step 1 Review the chapter material. This problem is about using the Gordon

growth model to calculate stock prices, so you may want to review the section
“The Gordon Growth Model,” which begins on page 166.

Step 2 Calculate GE’s stock price by applying the Gordon growth model equation
to the numbers given in part (a). The Gordon growth model equation is:

Substituting the numbers given in the problem allows us to calculate the price
of GE’s stock:

Step 3 Calculate the expected growth rate of IBM’s dividend by applying the
Gordon growth model equation to the numbers given in part (b). In this
problem, we know the price of the stock but not the expected rate of dividend

$0.40 *
(1 + 0.07)

(0.10 - 0.07)
= $14.27.

Pt = Dt *
(1 + g)

(rE - g)
.
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growth. To calculate the expected rate of dividend growth, we need to plug the
numbers given into the Gordon growth equation and then solve for g:

Our calculation shows that investors must have been expecting IBM’s divi-
dend to grow at an annual rate of 8.1%.

For more practice, do related problem 2.11 on page 184 at the end of this chapter.

Rational Expectations and Efficient Markets
The Gordon growth model shows that investors’ expectations of the future profitabil-
ity of firms play a crucial role in determining stock prices. In fact, expectations play an
important role throughout the economy, because many transactions require partici-
pants to forecast the future. For instance, if you are considering taking out a mortgage
loan in which you agree to pay a fixed interest rate of 6% for 30 years, you will need to
forecast such things as your future income (Will you be able to afford the mortgage
payments?), the future inflation rate (What will be the real interest rate on the loan?),
and the future of the neighborhood the house is in (Will the city extend a bus line to
make it easier to travel downtown?).

Adaptive Expectations Versus Rational Expectations
Economists have spent considerable time studying how people form expectations.
Early studies of expectations focused on the use of information from the past. For
example, some economists assumed that investors’ expectations of the price of a firm’s
stock depended only on past prices of the stock. This approach is called adaptive
expectations. Some stock analysts employ a version of adaptive expectations known as
technical analysis. These analysts believe that certain patterns in the history of a stock’s
price are likely to be repeated, and, therefore, can be used to forecast future prices.

Today, most economists are critical of the adaptive expectations approach because
it assumes that people ignore information that would be useful in making forecasts. For
example, in the late 1970s, the rate of inflation increased each year from 1976 through
1980. Anyone forecasting inflation by looking only at its past values would have expected
inflation to be lower than it turned out to be. The rate of inflation declined each year
from 1980 through 1983. During this period, anyone forecasting inflation by looking
only at its past values would have expected inflation to be higher than it actually was.
Anyone could have made a more accurate forecast by taking into account additional
information, such as Federal Reserve policy, movements in oil prices, or other factors
that affect inflation rather than relying only on past values of inflation.

In 1961, John Muth of Carnegie Mellon University proposed a new approach he
labeled rational expectations. With rational expectations, people make forecasts using
all available information. Muth argued that someone who did not use all available
information would not be acting rationally. That is, the person would not be doing his
or her best to achieve the goal of an accurate forecast. For example, in forecasting the

g =
$10.50

$129.20
= 0.081, or 8.1%.

 $12.70 - $127g = $2.20 + $2.20g

 $127 * (0.10 - g) = $2.20 * (1 + g)

 $127 = $2.20 *
(1 + g)

(0.10 - g)

6.3

Learning Objective
Explain the connection
between the assumption
of rational expectations
and the efficient markets
hypothesis.

Adaptive expectations
The assumption that people
make forecasts of future
values of a variable using
only past values of the
variable.

Rational expectations
The assumption that people
make forecasts of future
values of a variable using all
available information; for-
mally, the assumption that
expectations equal optimal
forecasts, using all available
information.
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price of a firm’s stock, investors would use not just past prices of the stock but also any
other information helpful in forecasting the future profitability of the firm, including
the quality of the firm’s management, new products the firm might be developing, and
so on. If a sufficient number of investors and traders in the stock market have rational
expectations, the market price of a stock should equal the best guess of the present
value of expected future dividends, which, as we saw earlier, is the stock’s fundamental
value. Therefore, if market participants have rational expectations, they can assume
that the stock prices they observe represent the fundamental value of those stocks.

To economists, rational expectations mean that expectations equal the optimal
forecast (the best guess) of prices, using all available information. Note that although
we are illustrating rational expectations with respect to stocks, this concept applies to
any financial security. If participants in the stock market have rational expectations,
then the expectation of the future value of a stock should equal the optimal (best
guess) price forecast. Of course, saying that investors have rational expectations is not
the same as saying that they can foretell the future. In other words, the optimal fore-
cast is optimal, but it may not be correct.

To state this more exactly, suppose that at the end of trading today on the stock mar-
ket, is the optimal forecast of the price of Apple’s stock at the end of trading tomor-
row. If Pt+1 is the actual price of Apple’s stock at the end of trading tomorrow, then it is
very unlikely that we will see = Pt+1. Why not? Because tomorrow, market partici-
pants are likely to obtain additional information about Apple—perhaps sales of the iPad
during the previous month are below what was forecast—that will change their view of
the fundamental value of Apple’s stock. So, there is likely to be a forecast error, which is
the difference between the forecast price of Apple’s stock and the actual price of Apple’s
stock. But no one can accurately forecast the size of that error because the error is caused
by new information that is not available when the forecast is made. If the information
was available when the forecast is made, rational expectations tells us that it would have
been incorporated into the forecast. To state the point more formally:

So, when a forecast is made, we can be fairly sure that the forecast will turn out to be
lower or higher than the actual value of the variable being forecast, but we have no way
of telling how large the error will be or even whether it will be positive (that is, our
forecast was too low) or negative (that is, our forecast was too high).

The Efficient Markets Hypothesis
As originally developed by John Muth, the concept of rational expectations applies
whenever people are making forecasts. The application of rational expectations to
financial markets is known as the efficient markets hypothesis. With respect to the
stock market, the efficient markets hypothesis states that when investors and traders
use all available information in forming expectations of future dividend payments, the
equilibrium price of a stock equals the market’s optimal forecast—the best forecast
given available information—of the stock’s fundamental value. How can we be sure
that markets will operate as the efficient markets hypothesis predicts and that equilib-
rium prices will equal fundamental values?

An Example of the Efficient Markets Hypothesis Consider an example. Suppose
that it is 10:14 Monday morning, and the price of Microsoft stock is $17.80 per share,
the company is currently paying a dividend of $0.50 per share this year, and its divi-
dend is expected to grow at a rate of 7% per year. At 10:15, Microsoft releases new sales
information that indicates that sales of its latest version of Windows have been much

Pt+1 - Pe
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Efficient markets
hypothesis The application
of rational expectations to
financial markets; the
hypothesis that the
equilibrium price of a
security is equal to its
fundamental value.
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higher than expected, and the firm expects higher sales to continue into the future.
This news causes you and other investors to revise upward your forecast of the growth
rate of Microsoft’s annual dividend from 7% to 8%. At this higher growth rate, the
present value of Microsoft’s future dividends rises from $17.80 to $27. So, this new
information causes you and other investors to buy shares of Microsoft. This increased
demand will cause the price of Microsoft’s shares to keep rising until they reach $27,
which is the new fundamental value of the stock. Rational expectations provide the
incentive to profit when market prices are higher or lower than the optimal forecast of
a stock’s fundamental value. In this way, self-interested actions of informed traders
cause available information to be incorporated into market prices.

Does the efficient markets hypothesis require that all traders and investors have
rational expectations? Actually, it does not. Recall from Chapter 3 that the process of
buying and reselling securities to profit from price changes over a brief period of time
is called financial arbitrage. The profits made from financial arbitrage are called
arbitrage profits. In competing to buy securities where earning arbitrage profits is pos-
sible, traders will force prices to the level where arbitrage profits can no longer be
earned. As long as there are some traders with rational expectations, the arbitrage prof-
its provided by new information will give them the incentive to push stock prices to
their fundamental values. For instance, in the example just discussed, once the new
information on Microsoft becomes available, traders can earn arbitrage profits equal
to $9.20 per share, or the difference between the old fundamental value and the new
fundamental value. Competition among even a few well-informed traders will be
enough to quickly drive the price up to its new fundamental value.

This example shows that, although according to the efficient markets hypothesis
the price of a share of stock is based on all available information, the prices of stocks
will change day-to-day, hour-to-hour, and minute-to-minute. Because stock prices
reflect all available information on their fundamental value, their prices constantly
change as news that affects fundamental value becomes available. Note that anything
that affects the willingness of investors to hold a stock or another financial asset affects
the stock’s fundamental value. Therefore, we would expect that if new information
leads investors to change their opinions about the risk, liquidity, information costs, or
tax treatment of the returns from owning the stock, the price of the stock will change.

What About “Inside Information”? The efficient markets hypothesis assumes that
publicly available information is incorporated into the prices of stocks. But what about
information that is not publicly available? Suppose, for example, that the managers of
a pharmaceutical firm receive word that an important new cancer drug has unexpect-
edly received government approval, but this information has not yet been publicly
released. Or suppose that economists at the U.S. Bureau of Labor Statistics have com-
pleted calculating the previous month’s inflation rate, which shows that inflation was
much higher than investors had expected, but this information has also not yet been
publicly released. Relevant information about a security that is not publicly available is
called inside information. A strong version of the efficient markets hypothesis holds
that even inside information is incorporated into stock prices. Many studies have
shown, however, that it is possible to earn above-average returns by trading on the
basis of inside information. For instance, the managers of the pharmaceutical firm
could buy their company’s stock and profit from the increase in the stock’s price once
the information on the drug’s approval is released.

There is an important catch, though: Trading on inside information—known as
insider trading—is illegal. Under U.S. securities laws, as enforced by the Securities and
Exchange Commission (SEC), employees of a firm may not buy and sell the firm’s
stocks and bonds on the basis of information that is not publicly available. They may

Financial arbitrage The
process of buying and
selling securities to profit
from price changes over a
brief period of time.

Inside information
Relevant information about
a security that is not
publicly available.
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also not provide the information to others who would use it to buy and sell the firm’s
stocks and bonds. In 2010, the SEC was pursuing a case against the manager of the
Galleon hedge fund on the grounds that he had profited from trading on inside infor-
mation obtained from employees of several companies.

Are Stock Prices Predictable?
A key implication of the efficient markets hypothesis is that stock prices are not pre-
dictable. To see why, suppose that it is 4:00 P.M., stock trading has closed for the day,
Apple stock has closed at a price of $253, and you are trying to forecast the price of
Apple’s stock at the close of trading tomorrow. What is your optimal forecast? The effi-
cient markets hypothesis indicates that it is $253. In other words, the best forecast of
the price of a stock tomorrow is its price today. Why? Because the price today reflects
every scrap of relevant information that is currently available. While the price of
Apple’s stock is unlikely to actually be $253 at the close of trading tomorrow, you have
no information today that will allow you to forecast whether it will be higher or lower.

Rather than being predictable, stock prices follow a random walk, which means
that on any given day, they are as likely to rise as to fall. We can certainly observe stocks
that rise for a number of days in a row, but this does not contradict the idea that stock
prices follow a random walk. Even though when we flip a coin, it is equally likely to
come up heads or tails, we may still flip a number of heads or tails in a row.

Efficient Markets and Investment Strategies
Understanding the efficient markets hypothesis allows investors to formulate strategies
for portfolio allocation as well as for trading and assessing the value of financial
analysis. We consider each of these strategies in the following sections.

Portfolio Allocation As long as all market participants have the same information,
the efficient markets hypothesis predicts that the trading process will eliminate oppor-
tunities for above-average profits. In other words, you may be convinced that Apple
will make very high profits from selling the iPad, but if every other investor also has
this information, it is unlikely that investing in Apple will provide you with a return
higher than you would receive by investing in another stock. Therefore, it is not a good
strategy to risk your savings by buying only one stock. Instead, you should hold a
diversified portfolio of assets. That way, news that may unfavorably affect the price of
one stock can be offset by news that will favorably affect the price of another stock. If
sales of the iPad are disappointing, the price of Apple’s stock will fall, while if sales of
a new veggie burger at McDonald’s are higher than expected, the price of McDonald’s
stock will rise. Because we can’t know ahead of time what will happen, it makes sense
to hold a diversified portfolio of stocks and other assets.

Trading If prices reflect all available information, regularly buying and selling individ-
ual stocks is not a profitable strategy. Investors should not move funds repeatedly from
one stock to another, or churn a portfolio, particularly because each sale or purchase
incurs trading costs in the form of commissions. It is better to buy and hold a diversi-
fied portfolio over a long period of time.

Financial Analysts and Hot Tips Financial analysts, like those employed by Wall
Street firms such as Bank of America Merrill Lynch and Goldman Sachs, fall into two
broad categories: technical analysts who rely on patterns of past stock prices to predict
future stock prices and fundamental analysts who rely on forecasting future profits of
firms in order to forecast future stock prices. We have already mentioned that techni-
cal analysis relies on adaptive expectations. Economists believe that technical analysis is

Random walk The
unpredictable movements
of the price of a security.



172 CHAPTER 6 • The Stock Market, Information, and Financial Market Efficiency

Making the Connection

Who Are You Going to Believe: 
Me or a Dart-Throwing Monkey?
Burton Malkiel, an economist at Princeton University, has popularized the efficient
markets hypothesis in his book A Random Walk Down Wall Street, which has sold more
than 1 million copies and gone through multiple editions since it was first published
in 1973. In an early edition of his book, Malkiel made the following observation about
the efficient markets hypothesis: “Taken to its logical extreme the theory means that a
blindfolded monkey throwing darts at a newspaper’s financial pages could select a
portfolio that would do just as well as one carefully selected by the experts.”

In 1988, the Wall Street Journal decided to test Malkiel’s assertion by running a
contest. Every month (later changed to every six months), the newspaper asked four
financial analysts to each choose one stock. Not having any blindfolded monkeys avail-
able, the Journal used reporters to throw darts randomly at the stock listings taped to
an office wall. (Malkiel was given the honor of throwing the first dart.) The Journal
then compared the performance of the four stocks chosen by the analysts with the per-
formance of the one stock chosen randomly.

After 14 years, the Journal ended the competition and announced the results.
Overall, there had been 142 periods in which the analysts’ picks were matched against
the dartboard picks. The prices of the stocks the analysts picked outperformed the

unlikely to be a successful strategy for forecasting stock prices because it neglects all the 
available information except for past stock prices.

Fundamental analysis seems more consistent with the rational expectations
approach because it uses all available information. But is fundamental analysis likely to
be a successful strategy for forecasting stock prices? Many financial analysts appear to
think so because they use fundamental analysis to advise their clients about which
stocks to buy. They also use fundamental analysis when recommending stocks on cable
news programs or in interviews with financial newspapers. But the efficient markets
hypothesis indicates that the stocks that financial analysts recommend are unlikely to
outperform the market. Although analysts may be very good at identifying which firms
have the best management, the most exciting new products, and the greatest capacity
to earn profits in the future, other investors and traders also know all that information,
and it is already incorporated into the prices of stocks.

Although it seems paradoxical, a firm that analysts and investors expect to be highly
profitable in the future may be no better as an investment than a firm that they expect to
be much less profitable. If investors require a 10% return to invest in the stock of either
firm, the stock issued by the very profitable firm will have a much higher price than the
stock issued by the less profitable firm. In fact, we know that the price of the more prof-
itable firm’s stock must be high enough and the price of the less profitable firm’s stock
must be low enough so that an investor would expect to earn 10% on either investment.
The situation is the same as that in the bond market. If two bonds appear identical to
investors in terms of risk, liquidity, information costs, and tax treatment, then competi-
tion among investors looking for the best investment will ensure that the two bonds have
the same yield to maturity. If one bond has a coupon of $60 and the other bond has a
coupon of $50, the bond with the higher coupon will also have a price high enough that
it will have the same yield to maturity as the bond with the lower coupon.

Therefore, the efficient markets hypothesis indicates that the stock of a more prof-
itable firm will not be a better investment than the stock of a less profitable firm.



prices of the dartboard picks in 87 of the 142 periods. The Journal had apparently com-
piled evidence that, contrary to the efficient markets hypothesis, financial analysts
could pick stocks better than a blindfolded monkey.

Malkiel argued, though, that results of the competition were deceiving. First, the
Journal looked only at changes in the prices of the stocks, ignoring the dividends paid.
But as we saw earlier in this chapter, the return an investor receives for holding stock
consists of both the dividend yield and the rate of capital gain. The dividend yield for
the analysts’ picks was only 1.2%, while the dividend yield for the dartboard stocks was
2.3%. The analysts also chose stocks with higher-than-average risk. Because there is a
trade-off between risk and return in financial markets, part of the higher return from
the analysts’ stocks was compensation for their higher risk. Finally, there is evidence
that the higher return for the analysts’ picks was simply due to the fact that the analysts
had picked the stocks. The Wall Street Journal has a circulation of more than 1.5 million
copies, so many investors followed the dartboard competition. As some investors read
about the analysts’ picks, they became convinced that these were good stocks in which
to invest. As investors increased their demand for these stocks, the prices of the stocks
rose. The evidence that this effect was large comes from the fact that most of the
increases in the prices of the analysts’ stocks came within two days of the Journal arti-
cle being printed. Taking these facts into account reversed the outcome of the contest,
leaving the darts slightly ahead of the analysts.

As a group, Wall Street financial analysts are hardworking and knowledgeable, and
they provide good information on the financial health of firms, on the competence of
firms’ managers, and on the likely success of new products. There is not much evi-
dence, however, that they can be consistently successful in choosing the best individual
stocks in which to invest.

Sources: Burton G. Malkiel, A Random Walk Down Wall Street, New York: W.W. Norton & Company,
2007 (first edition, 1973); and Georgette Jasen, “Journal’s Dartboard Retires After 14 Years of Stock
Picks,” Wall Street Journal, April 18, 2002.

Test your understanding by doing related problem 3.9 on page 185 at the end of
this chapter.
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Solved Problem 6.3
Are Investment Analysts Useless?

Financial analysts typically advise investors to buy stocks
whose prices they believe will increase rapidly and to sell
stocks whose prices they believe will either fall or
increase slowly. The following excerpt from an article by
Bloomberg News describes how well stock market ana-
lysts succeeded in predicting prices during one year:

Shares of JDS Uniphase, the company with the most
“sell” recommendations among analysts, has been a

more profitable investment this year than Microsoft,
the company with the most “buys.”

The article goes on to say, “Investors say JDS Uniphase is
an example of Wall Street analysts basing recommenda-
tions on past events, rather than on earnings prospects
and potential share gains.” Briefly explain whether you
agree with the analysis of these “investors.”

Solving the Problem
Step 1 Review the chapter material. This problem is about whether we can expect

financial analysts to successfully predict stock prices, so you may want to
review the section “Are Stock Prices Predictable?” which begins on page 171.
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Step 2 Use your understanding of the efficient markets hypothesis to solve the
problem. From the point of view of the efficient markets hypothesis, it is not
surprising that during that year, the price of JDS Uniphase’s stock rose more
than the price of Microsoft’s stock. Although Microsoft may have had better
managers and been more profitable than JDS Uniphase, its stock price at the
beginning of the year was correspondingly higher. At the beginning of the
year, investors must have been expecting to get similar returns by investing in
the stock of either firm. Which firm would turn out to be the better invest-
ment depended on events during the year that investors could not have fore-
seen at the beginning of the year. As it turned out, these unforeseen events
were more favorable toward JDS Uniphase, so with hindsight, we can say that
it was the better investment.

The analysis of the “investors,” as quoted in the article, is not correct from
the efficient markets point of view. The key point is not that analysts were
“basing recommendations on past events, rather than on earnings prospects
and potential share gains.” Even if analysts based their forecasts on the firms’
earning prospects, they would have been no more successful, because all the
available information on the firms’ earnings prospects was already incorpo-
rated into the firms’ stock prices.

Source: Scott Lanman, “Analyst Ratings Based on Past Missing Mark,” Bloomberg.com, September 23,
2003.

For more practice, do related problem 3.11 on page 185 at the end of this chapter.

Actual Efficiency in Financial Markets
Many economists believe that movements in asset prices in most financial markets are
consistent with the efficient markets hypothesis. For example, empirical work by
Eugene Fama of the University of Chicago and other economists has provided support
for the conclusion of the efficient markets hypothesis that changes in stock prices are
not predictable.

Other analysts—especially active traders and individuals giving investment
advice—are more skeptical about whether the stock market, in particular, is an effi-
cient market. They point to three differences between the theoretical behavior of finan-
cial markets and their actual behavior that cause these analysts to question the validity
of the efficient markets hypothesis:

1. Some analysts believe that pricing anomalies in the market allow investors to earn
consistently above-average returns. According to the efficient markets hypothesis,
those opportunities for above-average returns should not exist—or at least should
not exist very often or for very long.

2. These analysts also point to evidence that some price changes are predictable using
available information. According to the efficient markets hypothesis, investors should
not be able to predict future price changes using information that is publicly available.

3. These analysts also argue that changes in stock prices sometimes appear to be larger
than changes in the fundamental values of the stocks. According to the efficient
markets hypothesis, prices of securities should reflect their fundamental value.

Pricing Anomalies
The efficient markets hypothesis holds that an investor will not consistently be able to earn
above-average returns by buying and selling individual stock or groups of stocks. However,
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some analysts believe they have identified stock trading strategies that can result in above-
average returns. From the perspective of the efficient markets hypothesis, these trading
strategies are anomalies, or outcomes not consistent with the hypothesis. Two anomalies
that analysts and economists often discuss are the small firm effect and the January effect.

The small firm effect refers to the fact that over the long run, investment in small
firms has yielded a higher return than has investment in large firms. As we saw in
Chapter 4, during the years 1926–2009, an investment in the stock of small firms
would have received an average annual return of 17.3%, while an investment in the
stock of large firms would have received an average annual return of only 11.7%. The
January effect refers to the fact that during some years, rates of return on stocks have
been abnormally high during January.

Do pricing anomalies indicate a flaw in the efficient markets hypothesis? Opinions
among economists vary, but many are skeptical that these anomalies are actually
inconsistent with the efficient markets hypothesis, for several reasons:

● Data mining. It is always possible to search through the data and construct trading
strategies that would have earned above-average returns—if only we had thought
of them at the time! This is obvious when considering some frivolous trading
strategies, such as the one incorporating the “NFC effect.” Several Wall Street ana-
lysts discovered the NFC effect when they noticed that the stock market tended to
rise during years in which a team from the National Football Conference (NFC)
won the Super Bowl and to fall during years in which a team from the American
Football Conference (AFC) won. Of course, this effect represents a chance correla-
tion between unrelated events. And as a predictor of the stock market’s perform-
ance, the NFC effect has done a poor job in recent years. For instance, in 2008, the
NFC’s New York Giants won the Super Bowl, but the Dow declined by more than
35%. More seriously, even if data mining could uncover a trading strategy that
would earn above-average returns, once that strategy became widely known, it
would be unlikely to still earn high returns. So, it’s not surprising that once the
January effect received substantial publicity in the 1980s, it largely disappeared.

● Risk, liquidity, and information costs. The efficient markets hypothesis does not pre-
dict that all stock investments should have the same expected rate of return. Instead,
the hypothesis predicts that all stock investments should have the same return after
adjustment for differences in risk, liquidity, and information costs. So, even though
investments in small firm stocks have had a higher average annual rate of return
than investments in large firm stocks, these investments have had much higher lev-
els of risk. In addition, markets for many small firm stocks are less liquid and have
higher information costs than the markets for large firm stocks. So, some econo-
mists argue that the higher returns on investments in small firm stocks actually are
just compensation for investors accepting higher risk, lower liquidity, and higher
information costs.

● Trading costs and taxes. Some stock trading strategies popularized in books, maga-
zines, and newsletters are quite complex and require buying and selling many indi-
vidual stocks or groups of stocks during the year. When calculating the returns
from these strategies, the writers promoting them rarely take into account the costs
of all the required buying and selling. Each time an investor buys or sells a stock,
the investor has to pay a commission, and this cost should be subtracted from the
investor’s return on the strategy. In addition, when an investor sells a stock for a
higher price than the investor bought it for, the investor incurs a taxable capital
gain. Taxes paid also need to be taken into account when calculating the return.
Taking into account trading costs and taxes eliminates the above-average returns
supposedly earned using many trading strategies.
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Making the Connection

Does the Financial Crisis of 2007–2009 
Disprove the Efficient Markets Theory?
As we have seen, during the financial crisis of 2007–2009, the major stock indexes
declined dramatically. Between October 2007 and March 2009, the Dow Jones
Industrial Average declined by 54%, the S&P 500 declined by 57%, and the NASDAQ
Composite index declined by 56%. The efficient markets hypothesis indicates that
these price declines should represent declines in the fundamental values of these

Mean Reversion
The efficient markets hypothesis holds that investors cannot predict changes in stock
prices by using currently available information; only news can change prices and returns.
The efficient markets hypothesis therefore is inconsistent with what is known as mean
reversion, which is the tendency for stocks that have recently been earning high returns
to experience low returns in the future and for stocks that have recently been earning low
returns to earn high returns in the future. If this pattern is sufficiently widespread, an
investor could earn above-average returns on his or her portfolio by buying stocks whose
returns have recently been low and selling stocks whose returns have recently been high.

On the other hand, some investors have claimed to earn above-average returns by
following a strategy known as momentum investing that is almost the opposite of mean
reversion. Momentum investing is based on the idea that there can be persistence in
stock movements, so that a stock that is increasing in price is somewhat more likely to
rise than to fall, and a stock that is decreasing in price is somewhat more likely to fall
than to rise. So, if you follow the Wall Street saying “the trend is your friend,” it may be
advisable to buy when stock prices are rising and sell when they are falling.

Although opinions among economists about mean reversion and momentum
investing differ, careful studies indicate that in practice, trading strategies based on
either idea have difficulty earning above-average returns in the long run, particularly
when trading costs and taxes are taken into account.

Excess Volatility
The efficient markets hypothesis tells us that the price of an asset equals the market’s
best estimate of its fundamental value. Fluctuations in actual market prices therefore
should be no greater than fluctuations in fundamental value. Robert Shiller of Yale
University has estimated over a period of decades the fundamental value of the stocks
included in the S&P 500. He has concluded that the actual fluctuations in the prices of
these stocks have been much greater than the fluctuations in their fundamental values.
Economists have debated the technical accuracy of Shiller’s results because there are
disagreements over estimates of stocks’ fundamental value and other issues. Many
economists believe, however, that Shiller’s analysis does raise doubts as to whether the
efficient markets hypothesis applies exactly to the stock market. In principle, Shiller’s
results could be used to earn above-average returns by, for instance, selling stocks when
they are above their fundamental values and buying them when they are below their
fundamental values. In practice, though, attempts to use this trading strategy have not
been consistently able to produce above-average returns.

We can summarize by saying that evidence from empirical studies generally con-
firms that stock prices reflect available information. However, examination of pricing
anomalies, mean reversion, and excess volatility in stock prices has generated debate
over whether fluctuations in stock prices reflect only changes in fundamental values.
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Behavioral Finance
Over the past 20 years, some economists have argued that even if the efficient markets
hypothesis is correct that trading strategies capable of delivering above-average returns
are extremely rare, there is still a payoff to a better understanding of how investors
make their decisions. Behavioral economics is the study of situations in which people
make choices that do not appear to be economically rational. The new field of
behavioral finance applies concepts from behavioral economics to understand how
people make choices in financial markets.

When economists say that consumers, firms, or investors are behaving “rationally,” they
mean that they are taking actions that are appropriate to reach their goals, given the infor-
mation available to them. There are many situations, though, in which people do not appear
to be acting rationally in this sense. Why might people not act rationally? The most obvious
reason is that they may not realize that their actions are inconsistent with their goals. For
instance, there is evidence that people are often unrealistic about their future behavior.
Although some people may have the goal of being thin, they may decide to eat chocolate
cake today because they intend to follow a healthier diet in the future. Unfortunately, they
may persist each day in eating cake and never attain their goal of being thin. Similarly, some
people continue smoking because they intend to give it up sometime in the future. But that
time never comes, and they end up suffering the long-term health effects of smoking. In
both of these cases, people’s current behavior is inconsistent with their long-term goals.

Some firms have noticed that fewer than the expected number of employees enroll
in retirement savings plans known as 401(k) plans. Although these employees have a
long-run goal of saving enough to enjoy a comfortable retirement, in the short run
they spend the money they need to save to attain their goal. If, however, firms automat-
ically enroll employees in these retirement plans, giving them the option to leave the
plan if they choose to, most employees remain in the plans. To a fully rational employee,
the decision about whether to save through a 401(k) plan should be independent of the
minor amount of paperwork involved in either enrolling in a plan or leaving a plan in
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stocks. Is it plausible that the fundamental value of the firms included in these indexes
had actually declined by more than 50%? After all, the firms had not been destroyed by
the crisis. With a few exceptions, the firms still existed, and their factories, offices,
research and development staffs, and other assets were largely intact.

The decline in stock prices, though, may have been consistent with substantial
changes in the expectations of investors with respect to both the future growth rate of
dividends and the degree of risk involved in investing in stocks. When investors believe
a category of investment has become riskier, they raise the expected return they require
from that investment category. So, it seems likely that during the financial crisis,
investors increased the required return on equities, rE, and decreased the expected
growth rate of dividends, g. The Gordon growth model indicates that an increase in rE
and a decrease in g will cause a decline in stock prices. So, a supporter of the efficient
markets hypothesis would argue that the sharp decline in stock prices was caused by
investors responding to new information on the increased riskiness of stocks and the
lower future growth of dividends. Economists skeptical of the efficient markets
hypothesis have argued, though, that the new information that became available to
investors was not sufficient to account for the size of the decline in stock prices.

Test your understanding by doing related problem 4.7 on page 187 at the end of
this chapter.



178 CHAPTER 6 • The Stock Market, Information, and Financial Market Efficiency

which the employer has enrolled the employee. In practice, though, automatically
enrolling employees in a plan means that to leave the plan, the employees must con-
front the inconsistency between their short-run actions of spending too much and
their long-run goal of a comfortable retirement. Rather than confront their inconsis-
tency, most employees choose to remain in the plan.

Behavioral finance also helps to explain the popularity among some investors of
technical analysis, which attempts to predict future stock prices on the basis of patterns
in past prices. Studies indicate that when shown plots of stock prices generated by ran-
domly choosing numbers, many people believe they see persistent patterns even
though none actually exist. The results of these studies may explain why some investors
believe they see useful patterns in plots of past stock prices even if the prices are actu-
ally following a random walk, as indicated by the efficient markets hypothesis.

Investors also show a reluctance to admit mistakes by selling their losing invest-
ments. Once a stock whose price has declined is sold, there is no denying that investing
in the stock was a mistake. As long as an investor holds on to a losing stock, the investor
can hope that eventually the price will recover, and the loser will turn into a winner,
even though the chances are equally good that the stock will continue to decline.
Studies have shown that investors are more likely to sell stocks that have shown a price
increase—thereby, “locking in” their gains—than they are to sell stocks that have expe-
rienced a price decline. For tax purposes, this is the opposite of an efficient strategy
because capital gains are taxed only if the stock is sold. So, it makes sense to postpone
the sale of these stocks to the future, while receiving the immediate tax benefit of sell-
ing the stocks whose prices have declined.

Noise Trading and Bubbles
Studies in behavioral finance have also provided evidence that many investors exhibit
overconfidence in their ability to carry out an investment strategy. When asked to esti-
mate their investment returns, many investors report a number that is far above the
returns they have actually earned. One consequence of overconfidence can be noise
trading, which involves investors overreacting to good or bad news. Noise trading can
result from an investor’s inflated view of his or her ability to understand the significance
of a piece of news. For example, noise traders may aggressively sell shares of stock in a
firm whose outlook is described unfavorably in the Wall Street Journal or Fortune mag-
azine. Of course, the efficient markets hypothesis holds that information in a newspa-
per or magazine is readily available and will have been incorporated into the price of the
stock long before the noise trader has even read the article. Nonetheless, the selling
pressure from noise traders can force the stock price down by more than the decrease
in its fundamental value.

Can’t better-informed traders profit at the expense of noise traders? Doing so may
be difficult because the increased price fluctuations due to noise traders may increase
the risk in the market. After noise traders have overreacted, an investor who believes in
the efficient markets hypothesis cannot be sure how long it will take a price to return
to its fundamental value.

Noise trading can also lead to herd behavior. With herd behavior, relatively unin-
formed investors imitate the behavior of other investors rather than attempting to
trade on the basis of fundamental values. Investors imitating each other can help to
fuel a speculative bubble. In a bubble, the price of an asset rises above its fundamental
value. Once a bubble begins, investors may buy assets not to hold them but to resell
them quickly at a profit, even if the investors know that the prices are greater than the
assets’ fundamental values. With a bubble, the greater fool theory comes into play: An
investor is not a fool to buy an overvalued asset as long as there is a greater fool to buy

Bubble A situation in
which the price of an asset
rises well above the asset’s
fundamental value.
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it later for a still higher price. During the stock market dot-com boom in the late 1990s,
some investors knew that Pets.com and other Internet firms were unlikely to ever
become profitable, but they bought these stocks anyway because they expected to be
able to sell them for a higher price than they had paid. At some point, a bubble bursts
as a significant number of investors finally become concerned that prices are too far
above their fundamental values and begin to sell stocks. As the graph of the NASDAQ
Composite index in Figure 6.2 on page 160 showed, once the dot-com bubble popped,
stock prices dropped very rapidly.

How Great a Challenge is Behavioral Finance to the 
Efficient Markets Hypothesis?
If many participants in financial markets are noise traders and exhibit herd behavior,
and if bubbles in asset prices are common, is the efficient markets hypothesis the best
approach to analyzing these markets? Particularly after the wide swings in stock prices
during the financial crisis, skepticism among economists concerning the accuracy of
the efficient markets hypothesis has grown. Research in behavioral finance that has
questioned the extent to which traders and investors in financial markets exhibit
rational expectations has added to this skepticism. As we noted earlier, during bubbles,
such as occurred in the prices of dot-com stocks in the late-1990s, it may be difficult
for better-informed investors to force prices back to their fundamental levels. Some
investors who bet against dot-com stocks a year or two before their peaks suffered
heavy losses even though the stocks were already far above their fundamental values –
which in many cases was zero.

Although fewer economists now believe that asset prices can be relied on to con-
tinually reflect fundamental values, many economists still believe that it is unlikely that
investors can hope to earn above-average profits in the long run by following trading
strategies. Ongoing research in behavioral finance continues to attempt to reconcile
the actual behavior of investors with the rational behavior economists have tradition-
ally assumed prevails in financial markets.

Answering the Key Question
Continued from page 156

At the beginning of this chapter, we asked this question:

“Is the 2007–2009 financial crisis likely to have a long-lasting effect on the willingness of individual
investors to invest in the stock market?”

We have seen that many investors suffered heavy losses during the financial crisis, with the stock mar-
ket indexes declining by more than 50%. Although some individual investors returned to the market
after stock prices began to rise in the spring of 2009, many did not. Even among those investors who
did return, continued market turbulence during 2010 sent some back to the sidelines. Academic
research indicates that individual investors who have experienced bear markets will often be reluctant
to invest in the stock market in later years. For example, the effects of the Great Depression of the
1930s on stock market investment may have persisted into the 1960s. So, it is quite possible that the
financial crisis of 2007–2009 will have a long-lasting effect on individual investors.

Before moving to the next chapter, read An Inside Look for a discussion of how
investors reacted to volatility in the stock market during 2010.



Prices Rally but Individual 
Investors Still Avoid Stocks

AN INSIDE LOOK

WALL STREET JOURNAL

Bull Muscles
Through Tumult
U.S. stock prices extended their
rally during the first quarter, bat-
tling back from a steep February
selloff . . .

The Dow Jones Industrial
Average gained 4.1%. . . . That
marked the Dow’s fourth consecu-
tive quarterly gain and the best
first-quarter performance since
1999 . . .

Along the way, stock investors
got a taste of the kind of volatility
that could be in store for some
time to come. . . . Markets were
rattled as China took the first steps
to reverse its economic-stimulus
programs, Europe struggled with
yawning budget deficits and an
unsettled political climate domi-
nated U.S. headlines.

Notably absent from the stock-
market rally were individual
investors, who continued to pour
money into bond mutual funds
while largely shunning U.S. stock
funds. That flood of cash into fixed
income—coupled with the knock-
on effect of the Federal Reserve’s
mortgage-backed securities buying
spree—helped lift returns on invest-
ment-grade and high-yield bonds . . .

As the second quarter gets
under way, stocks face perhaps

their biggest hurdle of the year
with the Fed inching forward with
its plans to end, and ultimately
reverse, its unprecedented easing of
credit . . . should the central bank’s
removal of credit-market supports
fail to go smoothly stocks could be
vulnerable to another swoon.

. . . “We think it’s going to be a
rocky path, but one that will ulti-
mately be enjoyable for equity
investors,” says Duncan Richardson,
chief equity investment officer at
Eaton Vance . . .

While stocks chalked up gains
for the first quarter, it wasn’t the
kind of straight-to-the-moon rally
seen in 2009. As 2010 got under
way, many observers were expect-
ing a repeat of the past three quar-
ters, where better-than-expected
earnings sparked a meaningful
rally . . .

Providing support for stocks is
the growing conviction that the U.S.
economy is on the mend despite
weak spots such as housing. “People
have virtually given up on the dou-
ble dip” back into recession as a
possibility, says Barry Knapp, equity
strategist at Barclays Capital. . . .

The downside of the improving
economy is the potential for higher
interest rates. Cheap money has
helped fuel the rally in riskier
investments over the past year. The
key question is when will rates rise

and how will stocks handle the
increase.

A growing number of analysts,
such as Jeff Kleintop, chief market
strategist at LPL Financial, think . . .
the Fed will take the first step toward
tightening by removing from its 
policy statement a commitment to
keep rates low for “an extended peri-
od.” Mr. Kleintop argues that stocks
should be able to weather that news,
which he thinks would signal a rate
increase in October or November of
this year. . . .

Providing support for stocks is
the solid state of corporate bal-
ance sheets. By several measures,
there never has been more cash in
corporate coffers, notes Jason
DeSena Trennert, chief investment
strategist at Strategas Research
Partners.

In the fourth quarter, undistrib-
uted corporate profits—which is
essentially the flow of cash that
companies generate but don’t 
disperse—hit an all-time high . . .

Recent weeks brought evidence
that companies may start doling
out some of that cash . . . through
higher dividends, a positive trend
for stocks. . . .

Source: Wall Street Journal, “Bull Muscles
Through Tumult” by Tom Lauricella.
Copyright 2010 by Dow Jones & Company,
Inc. Reproduced with permission of Dow
Jones & Company, Inc. via Copyright
Clearance Center.

a

b

c
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Key Points in the Article
Despite a setback in February, stock
prices rose in the first quarter of 2010,
the fourth straight quarter of increases
in the Dow Jones Industrial Average.
However, investors were concerned that
the stock market could suffer during the
rest of the year as China began to
reverse its economic stimulus programs,
European governments struggled with
budget problems, and the United States
faced an uncertain political climate.
Although the markets rallied in 2009
and early 2010, individual investors
largely shunned U.S. stock funds in
favor of bonds. Support for further
increases in stock prices came from a
growing conviction that the U.S. economy
was strengthening and that another
recession was unlikely. There was some
concern that interest rates would rise as
the economy grew and that the Federal
Reserve would begin to tighten mone-
tary policy. However, corporate balance
sheets strengthened by record levels of
undistributed profits suggested that
stock prices could continue to rise.

Analyzing the News
Despite a rally in the stock market 
that began in 2009 and continued

through the first quarter of 2010, indi-
vidual investors favored bond mutual
funds rather than stock funds. The table
above helps to explain the reluctance of
individual investors to invest in the
stock market. The table lists the values
of the Dow Jones Industrial Average
(DJIA) and Standard & Poor’s (S&P) 500
at the close of trading on the last days
of 2004 through 2009. The table also

lists the annual percentage changes in
each index. Although both indexes
experienced healthy gains in 2009,
these followed large declines in 2008.
At the end of 2009, both indexes were
well below the levels they reached at
the end of 2007.

Throughout 2009, many investors 
feared a so-called double-dip—

another recession close on the heels of
the recession of 2007–2009. Although
spending on housing continued to lan-
guish, real GDP grew in the third and
fourth quarters of 2009 and the first
quarter of 2010. This led some invest-
ment analysts to believe that the
chances of another recession in 2010
were remote. But analysts were also
concerned that interest rates could
increase in the second half of the year.
Higher interest rates would slow con-
sumer and business spending and make
stocks less attractive.

Reports of higher corporate profits 
are always bullish for stocks, and

fourth-quarter undistributed corporate
profits were at record levels. Firms use
profits to invest in new buildings and

machinery and to pay dividends to
shareholders.

THINKING CRITICALLY
1. At the beginning of January 2010,

the price of a share of Wal-Mart
stock was $53.45, and the dividend
on the stock was $1.21 per share.
Assume that someone who bought
shares of Wal-Mart stock at $53.45
believed that the price would rise to
$60 by the end of 2010 and that the
dividend would remain at $1.21.
What is the dividend yield on this
stock? What is this investor’s expect-
ed rate of return on Wal-Mart stock?

2. Economists have studied how expec-
tations influence investors’ decisions.
Assume that in early 2009, most
investment analysts made positive
assessments of the fundamental
value of many stocks but that some
investors avoided buying stocks in
2009 based on the overall decline in
stock prices in 2008. Would econo-
mists see this behavior as evidence
of adaptive expectations or rational
expectations?
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Date DJIA
Percentage

change in DJIA S&P 500
Percentage change

in S&P 500

December 31, 2004 10,783 — 1,212 —

December 30, 2005 10,718 -0.6 1,248 3.0
December 29, 2006 12,463 16.3 1,418 13.6
December 31, 2007 13,265 6.4 1,468 3.5
December 31, 2008 8,776 -33.8 903 -38.5
December 31, 2009 10,428 18.8 1,115 23.5

Sources: google.com/finance and finance.yahoo.com.
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CHAPTER SUMMARY AND PROBLEMS

Stocks and the Stock Market
Understand the basic operations of the stock market.

SUMMARY
By buying stock in a firm, an investor becomes partial
owner of the firm. Stockholders in corporations have
limited liability and cannot lose more than the amount
they have invested in the firm. Corporations distribute
some of their profits to stockholders by making pay-
ments called dividends. Only about 5,100 corporations
are publicly traded companies that sell stock in the U.S.
stock market. The New York Stock Exchange is an exam-
ple of a stock exchange where stocks are bought and sold
face-to-face on a trading floor. The NASDAQ is an exam-
ple of an over-the-counter market in which dealers
linked by computer buy and sell stocks. The overall per-
formance of the stock market is measured using stock
market indexes, which are averages of stock prices. The
most widely followed stock indexes are the Dow Jones
Industrial Average, the S&P 500 index, and the NASDAQ
Composite index. Fluctuations in stock prices affect the
ability of firms to raise funds by selling stock and also
affect the spending of households and firms.

Review Questions

1.1 Why are stocks called “equities”? Are bonds also
equities?

1.2 Why is limited liability important to investors
who purchase stock?

1.3 Define each of the following:

a. Preferred stock

b. Dividend

c. Market capitalization

d. Limited liability

1.4 In what ways are dividends similar to coupons
on bonds? In what ways are dividends different
from coupons on bonds?

1.5 What is a publicly traded company? What is the
difference between a stock exchange and an
over-the-counter market?

1.6 What are the three most important stock mar-
ket indexes? 

1.7 How do fluctuations in stock prices affect the
economy?

Problems and Applications

1.8 A student makes the following observation:
“The Dow Jones Industrial Average currently
has a value of 10,900, while the S&P 500 has a
value of 1,200. Therefore, the prices of the
stocks in the DJIA are almost five times as high
as the price of the stocks in the S&P 500.”
Briefly explain whether you agree with the stu-
dent’s reasoning.

1.9 A student remarks: “135,000,000 shares of
General Electric were sold yesterday on the New
York Stock Exchange, at an average price of $15
per share. That means General Electric just
received a little over $2 billion from investors.”
Briefly explain whether you agree with the stu-
dent’s analysis.

1.10 An article on investor Warren Buffett makes the
following observation:

During the financial crisis of last year, Mr.
Buffett spent $14.5 billion to buy preferred

6.1

Visit www.myeconlab.com to complete these exercises online and get instant feedback.
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shares of three blue-chip American companies:
Wrigley, General Electric and Goldman Sachs.
These companies didn’t get Mr. Buffett’s seal of
approval for free, however; the preferred stock
carries hefty dividend payments.

Why might Buffett have chosen to invest in the
preferred stock issued by these firms rather than
their common stock?

Source: Michael J. De La Merced “Berkshire Bets on
U.S. with a Railroad Purchase,” New York Times,
November 3, 2009.

1.11 [Related to the Making the Connection on
page 161] Ulrike Malmendier and Stefan Nagel
have shown that investors’ willingness to par-
ticipate in the stock market is affected by the
returns they have experienced during their
lives. Do you think that the explanation for this
effect is entirely psychological? That is, do
investors simply become afraid to invest in the
stock market? Or, might there be other reasons
individual investors purchase less stock follow-
ing a bear market and more stock following a
bull market?

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

How Stock Prices Are Determined
Explain how stock prices are determined.

SUMMARY
In determining stock prices, we can apply the follow-
ing key fact: The price of a financial asset is equal to
the present value of the payments investors will receive
from owning it. The fundamental value of a share of
stock is the present value of the dividends investors
expect to receive from owning the stock. Investors use
the required return on equities, rE, to calculate the
present value of dividends. For a particular holding
period, the rate of return from owning a share of
stock equals the dividend yield, which is the expected
annual dividend divided by the current price, plus the
rate of capital gain. The Gordon growth model states
that if investors expect a firm’s dividend to increase at
a constant growth rate, g, then the price of the firm’s
stock is related to the current dividend, Dt, the growth
rate of the dividend, and the required return on equi-
ties, according to the following equation:

Review Questions

2.1 What is the relationship between the price of a
financial asset and the payments investors will
receive from owning that asset?

2.2 What is the required return on equities? What is
the relationship between the required return on
equities and the cost of equity capital?

2.3 In words and symbols, write the two components
of the rate of return on a stock investment.

Pt = Dt *
(1 + g)

(rE - g)
.

2.4 What is the fundamental value of a share of
stock?

2.5 Write the equation for the Gordon growth
model. What key assumption does the Gordon
growth model make?

Problems and Applications

2.6 Suppose that the price of Goldman Sachs stock
is currently $142 per share. You expect that the
firm will pay a dividend of $1.40 per share at
the end of the year, at which time you expect
that the stock will be selling for $160 per share.
If you require a return of 8% to invest in this
stock, should you buy it? Briefly explain.

2.7 Suppose that at the beginning of the year, you buy
a share of IBM stock for $120. If during the year
you receive a dividend of $2.50 and IBM stock is
selling for $130 at the end of year, what was your
rate of return from investing in the stock?

2.8 Suppose that a company is expected to pay a
dividend per share of $20 per year forever. If
investors require a 10% rate of return to invest
in this stock, what is its price?

2.9 Suppose that a friend has started a business sell-
ing software. The software is a great hit, and the
firm quickly grows large enough to be able to
sell stock. Your friend’s firm promises to pay a
dividend of $5 per share every year for the next
50 years, at which point your friend intends to
shut down the business. The firm’s stock is cur-
rently selling for $75 per share. If you believe

6.2
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that the company really will pay dividends as
stated and if you require a 10% rate of return to
make this investment, should you buy the stock?
Briefly explain.

2.10 [Related to the Making the Connection on
page 164] A column in the Wall Street Journal
observes that “while many people buy stocks in
the hope of scoring profits down the road, divi-
dends deliver cash right now.” If stockholders
desire dividends, why do some firms, such as
Apple, pay no dividends, while even those firms
that do pay dividends rarely have dividend
yields above 2%?

Source: Jason Zweig, “Why You Should Get a Bigger
Slice of Earnings,” Wall Street Journal, March 13, 2010.

2.11 [Related to Solved Problem 6.2 on page 167]
Suppose that Coca-Cola is currently paying a
dividend of $1.75 per share, the dividend is

expected to grow at a rate of 5% per year, and
the rate of return investors require to buy Coca-
Cola’s stock is 8%. Calculate the price per share
for Coca-Cola’s stock.

2.12 During May 2010, the Dow Jones Industrial
Average declined by nearly 8%, its worst
performance during May since 1940. Brian
Bethune, a financial economist at HIS Global
Insight, was quoted as saying: “Investors are
demanding a higher premium for their
perceived higher risk.”

a. What does it mean to say that investors are
demanding a “higher premium”?

b. Why would a higher premium result in lower
stock prices?

Source: Kelly Evans, “Upbeat Analysts Ignore Bumps
in the Road,” Wall Street Journal, June 1, 2010.

Rational Expectations and Efficient Markets
Explain the connection between the assumption of rational expectations 
and the efficient markets hypothesis.

SUMMARY
Investors’ expectations of the future profitability of
firms play a crucial role in determining stock prices. An
early approach to understanding expectations is known
as adaptive expectations, which assumes that
investors’ expectations of the price of a firm’s stock
depend only on past prices of the stock. In recent years,
economists have typically used the rational expectations
approach. With rational expectations, people make fore-
casts using all available information. The application of
rational expectations to financial markets, known as
the efficient markets hypothesis, states that when
investors and traders use all available information in
forming expectations of future dividend payments, the
equilibrium price of a stock equals the market’s
optimal forecast of the stock’s fundamental value.
One implication of the efficient markets hypothesis is
that stock prices are not predictable but instead follow
a random walk, which means they are equally likely to
rise or fall. According to the efficient markets hypothesis,
the advice of financial analysts on which stocks to buy is

probably not useful because that information is already
incorporated into the prices of stocks.

Review Questions

3.1 What is the difference between adaptive expec-
tations and rational expectations?

3.2 What is the efficient markets hypothesis?

3.3 According to the efficient markets hypothesis, are
stock prices predictable? What is a random walk?

Problems and Applications

3.4 Suppose that you buy an Apple iPad, you like it,
and you think it will be a big seller. You expect
that Apple’s profits will increase tremendously
as a result of booming iPad sales. Should you
invest in Apple?

3.5 An article in the Wall Street Journal makes the
following observations:

The outlook for companies: robust earnings
and revenue growth. Firms in the S&P 500

6.3
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3.9 [Related to the Making the Connection on
page 172] Henry Blodget worked for Merrill
Lynch during the dot-com boom. The New York
attorney general accused Blodget of having
praised Internet stocks in public and criticized the
same stocks in private. In a negotiated settlement,
Blodget declined to admit wrongdoing but
accepted a ban from the securities industry for
life. He has gone on to write extensively on finan-
cial matters, including the following advice:

The problem for investors is that even
though stock-picking usually hurts returns,
it’s extremely interesting and fun. If you are
ever to wean yourself of this bad habit, there-
fore, the first step is to understand why it’s so
rarely successful.

What is “stock-picking”? Why does it usually
hurt returns earned by investors? Why is it so
rarely successful?

Source: Henry Blodget, “Stop Picking Stocks—
Immediately,” Slate.com, January 22, 2007.

3.10 The business writer Michael Lewis has quoted
Michael Burry, a fund manager, as saying: “I
also immediately internalized the idea that no
school could teach someone how to be a great
investor. If that were true, it’d be the most pop-
ular school in the world, with an impossibly
high tuition. So it must not be true.” Do you
agree with Burry’s reasoning? Briefly explain.

Source: Michael Lewis, The Big Short: Inside the
Doomsday Machine, New York: W.W. Norton, 2010,
p. 35.

3.11 [Related to Solved Problem 6.3 on page 173]
An article in the Wall Street Journal noted that of
the thousands of mutual funds investing in
stocks or stocks and bonds, only 31 had man-
aged to earn a higher rate of return than the
S&P 500 in every year from 1999 through 2006.

a. Is it likely that the people managing these 31
mutual funds were particularly good at
choosing stocks that would increase in value
or that they were particularly lucky?

b. Would your answer to part (a) change if you
learned that only 14 of these 31 mutual

are expected to report year-over-year earn-
ings growth of about 37%, well above the
7%–8% historical average. . . . It should all be
good news for stocks—except the gains may
be priced in.

What does the author mean by “gains may be
priced in”? If the gains are priced in and you
bought stocks on the basis of the information
contained in this article, would you be likely to
earn above-average returns on your investment?

Source: Wall Street Journal, “Strong Earnings Season
Appears Baked In” by Kelly Evans. Copyright 2010 by
Dow Jones & Company, Inc. Reproduced with per-
mission of Dow Jones & Company, Inc. via
Copyright Clearance Center.

3.6 In 2010, Toyota recalled millions of automobiles 
to fix a potentially hazardous problem known as
sudden acceleration. Writing in the Wall Street
Journal, James Stewart gave investors the following
advice: “Toyota shares were over $90 as recently as
Jan. 19. They closed Tuesday at $78.18, which
strikes me as a modest decline under the circum-
stances. If I owned shares, I’d seize the chance to
get out.” Would a believer in the efficient markets
theory be likely to follow Stewart’s advice?

Source: James B. Stewart, “Toyota Recall Should 
Warn Investors Away,” Wall Street Journal, February 3,
2010.

3.7 The following is from a business report by the
Reuters news agency: “Online retailer
Overstock.com . . . posted a surprise quarterly
profit and its shares jumped as much as 34 per-
cent to their highest level in almost two years.”

a. What is the relationship between a firm’s
profits and its stock price?

b. If the increase in Overstock’s profits had not
been a surprise, would the effect of the
announcement on its stock price have been
different? Briefly explain.

Source: Brad Dorfman, “Overstock Posts Unexpected
Profit, Shares Jump,” reuters.com, May 4, 2010.

3.8 Suppose that Apple’s profits are expected to grow
twice as fast as Microsoft’s. Which firm’s stock
should be the better investment? Briefly explain.
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funds had a higher return than the S&P 500
in 2007? Briefly explain.

Source: Jaclyne Badal, “Riding the Storm,” Wall Street
Journal, January 3, 2008.

3.12 [Related to the Chapter Opener on page 156]
The chapter opener states that “many investors

who bought stocks in 2000 and held them
through 2010 found that they had received a
negative real return on their investment over
the 10-year period.” Why would investors have
invested in stocks during those years if they
received a negative real return?

Actual Efficiency in Financial Markets
Discuss the actual efficiency of financial markets.

SUMMARY
Some economists are skeptical about whether the stock
market is actually an efficient market. These econo-
mists point to three differences between the theoretical
behavior of financial markets and their actual behav-
ior: (1) pricing anomalies, which refers to the possibili-
ty that investors might use trading strategies, such 
as buying stock issued by small firms, to earn above-
average returns; (2) mean reversion, which is the ten-
dency of stocks that have recently been earning high
returns to experience low returns in the future and
stocks that have recently been earning low returns to
experience high returns in the future; and (3) excess
volatility, which refers to the fact that actual prices
appear to fluctuate much more than their fundamental
values. Economists debate whether these apparent
deviations from efficient markets can be explained
within the efficient markets framework. Studies have
shown that in the long run, it is difficult to use trading
strategies to earn above-average returns in financial
markets.

Review Questions

4.1 What is a pricing anomaly? How might an
investor use a pricing anomaly to earn above-
average returns?

4.2 What is mean reversion? How might an investor
use mean reversion to earn above-average 
returns?

4.3 What is excess volatility? How might an investor
use excess volatility to earn above-average 
returns?

4.4 Why are supporters of the efficient markets
hypothesis unconvinced that differences between
the theoretical and actual behavior of financial
markets actually invalidate the hypothesis?

Applications and Problems

4.5 According to an article in the Wall Street
Journal, “Cyclical sectors such as tech typically
lead in the second year of a bull market, which
is on track for the beginning of March.”

a. What is a bull market?

b. If stocks issued by technology firms do in
fact consistently outperform other stocks
during the second year of a bull market, is
this a pricing anomaly?

c. Is it likely that you would be able to earn
above-average returns by buying tech stocks
during the second year of a bull market?

Source: Jonathan Burton, “As Tech Stumbles, Some
See an Opening,” Wall Street Journal, February 23,
2010.

4.6 There is an old saying on Wall Street: “Sell in
May and Go Away.” This saying means that
stock prices typically do not do well over the
summer months. A blogger at the Wall Street
Journal explains the reasoning:

What’s up with “Sell in May and Go Away”?
This must be the most telegraphed trading sys-
tem out there. The idea is that traders go away,
go on vacation, school is out, the summer dol-
drums, etc. all add up to it being a dull (or
worse) market from May through September.

a. Is “Sell in May and Go Away” an example of
a pricing anomaly? Briefly explain.

b. If “Sell in May and Go Away” is a pricing
anomaly, how would you be able to use it to
earn an above-average return?

6.4
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a. Explain how the incidents this columnist dis-
cusses may be inconsistent with the efficient
markets hypothesis.

b. Is it possible that these incidents might have
occurred even though the efficient markets
hypothesis is correct?

Source: Buttonwood, “The Grand Illusion,”
Economist, May 5, 2009.

4.8 Mutual funds that follow a “momentum trad-
ing” strategy are known on Wall Street as
“momos.” How might a mutual fund manager
use a momentum trading strategy? Why might
the fund manager expect to earn an above-aver-
age return?

c. Is it likely that pricing anomalies will persist
over time?

Source: James Altucher, “The Truth About ‘Sell in
May and Go Away,’” Wall Street Journal, May 3, 2010.

4.7 [Related to the Making the Connection on
page 176] A columnist in the Economist argues
that:

The past ten years have dealt a series of blows
to efficient-market theory, the idea that asset
prices accurately reflect all available informa-
tion. In the late 1990s dot-com companies
with no profits and barely any earnings were
valued in billions of dollars; and in 2006
investors massively underestimated the risks
in bundling together portfolios of American
subprime mortgages.

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

Behavioral Finance
Discuss the basic concepts of behavioral finance.

SUMMARY
The field of behavioral economics is the study of situ-
ations in which people make choices that do not
appear to be economically rational. Behavioral
finance is a field of study that applies the ideas of
behavioral economics to understand financial market
topics such as workers undersaving for retirement, the
popularity of technical analysis among some stock
market investors, and the reluctance of investors to
realize capital losses. Behavioral finance can also help
understand noise trading, which involves investors
overreacting to good or bad news. Noise trading can
lead to herd behavior, where investors imitate the
behavior of other investors. Herd behavior can con-
tribute to financial market bubbles, in which the price
of an asset rises above its fundamental value.
Economists debate the extent to which the findings of
behavioral finance undermine the basis for the effi-
cient markets hypothesis.

Review Questions

5.1 What is behavioral finance? How is it related to
behavioral economics?

5.2 What do economists mean when they describe
investors as behaving rationally?

5.3 What is noise trading?

5.4 What is herd behavior, and how can it lead to a
bubble in a financial market?

Problems and Applications

5.5 Some mutual funds have started behavioral
finance funds that attempt to use insights from
behavioral finance in choosing stocks. According
to an article in the New York Times, “Emotions
cause investors to misjudge the impact of events
in systematic ways. . . . Identifying those patterns
and trading against them, the [fund] managers
say, allows them to enhance performance.” Is the
strategy these fund managers are using consis-
tent with the efficient markets hypothesis?

Source: Conrad de Aenlle, “When Emotions Move the
Markets,” New York Times, October 10, 2009.

5.6 Former Federal Reserve Chairman Alan
Greenspan once argued that it is very difficult to
identify bubbles until after they pop. What is a
bubble, and why might bubbles be difficult to
identify?

5.7 The British economist John Maynard Keynes
once wrote that investors often do not rely on

6.5
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computing expected values when determining
which investments to make:

Most, probably, of our decisions to do 
something positive, the full consequences 
of which will be drawn out over many days
to come, can only be taken as the result of
animal spirits—a spontaneous urge to 
action rather than inaction—and not as 
the outcome of a weighted average of
quantitative benefits multiplied by quantita-
tive probabilities.

If it is true that investors rely on “animal spirits”
rather than expected values when making
investments, is the efficient markets hypothesis
accurate? Briefly explain.

Source: John Maynard Keynes, The General Theory of
Employment, Interest, and Money, London:
Macmillan, 1936, p. 162.

5.8 Writing in New York magazine, Sheelah
Kolhatkar asks an intriguing question:

A couple of weeks ago, for instance, the
investment-management company Vanguard
released data showing that men were more
likely than women to sell stocks at the bot-
tom of the market. Could it be that the fairer
sex is better able to ride the ups and downs
of Wall Street without letting their emotions
get in the way?

a. What is “the bottom of the market”?

b. Is selling stocks at the bottom of the market
a good idea or a bad idea? Briefly explain.

c. If “yes” is the answer to (b), is that consistent
with the efficient markets hypothesis? Briefly
explain.

Source: Sheelah Kolhatkar, “What If Women Ran Wall
Street,” New York, March 21, 2010.

D6.1: Go to the finance.yahoo.com Web site and click
on the Dow index. Select “Historical Prices” and
download the monthly data for the Dow back
to 1929. Graph these data using an Excel
spreadsheet and comment on any strong
patterns, trends, or fluctuations you see.

D6.2: Go to finance.yahoo.com and find the dividend
per share for each of the following firms:

a. Microsoft

b. Apple

c. Coca-Cola

To find the dividend per share for Microsoft
and Coca-Cola, click on the Dow and then
Components. To find the dividend per share 
for Apple, click on the S&P 500 and then
Components. Which pays the highest dividend?
Which does not pay a dividend? Why might a
firm not pay a dividend? Why would investors
buy the stock of a firm that does not pay a
dividend?

DATA EXERCISES
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After studying this chapter, you should be able to:

7
Derivatives and Derivative Markets

C H A P T E R
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7.1 Explain what derivatives are and distinguish
between using them to hedge and using
them to speculate (pages 190–191)

7.2 Define forward contracts (pages 191–192)

7.3 Discuss how futures contracts can be used to
hedge and to speculate (pages 192–200)

7.4 Distinguish between call options and 
put options and explain how they are 
used (pages 200–208)

7.5 Define swaps and explain how they can be
used to reduce risk (pages 208–212)

HOW DANGEROUS ARE FINANCIAL DERIVATIVES?

Warren Buffett is the chief executive officer of
Berkshire Hathaway, which is headquartered in
Buffett’s hometown of Omaha, Nebraska. In 2010,
Fortune magazine estimated his wealth at $47 billion,
making him the third richest person in the world.
Berkshire Hathaway stock, which sold for $6,950 per
share in January 1990, was selling for $124,065 in
March 2010 (down from its all-time high of $150,300
in December 2007). Buffett has succeeded in making

many of the individual investors who bought stock in
his firm quite wealthy as well.

Buffett’s many shrewd investments have earned him
the nickname of the “Oracle of Omaha,” so investors
closely read his annual letters to Berkshire Hathaway’s
shareholders. The popularity of these letters stems in
part from Buffett’s strongly stated opinions on the
leading issues in financial markets. The letter for 2002
was no exception, with Buffett unleashing a fiery

Key Issue and Question

At the end of Chapter 1, we noted that the financial crisis that began in 2007 raised a series of
important questions about the financial system. In answering these questions, we will discuss
essential aspects of the financial system. Here are the key issue and key question for this chapter:

Issue: During the 2007–2009 financial crisis, some investors, economists, and policymakers argued
that financial derivatives had contributed to the severity of the crisis.

Question: Are financial derivatives “weapons of financial mass destruction”?

Answered on page 213

Continued on next page 
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The derivative securities that we describe in this chapter—futures contracts, options
contracts, and swaps—derive their value from an underlying asset. To understand why
investors include derivatives in their portfolios, we describe the situations in which
derivatives benefit the parties in a transaction, the obligations and benefits of each type
of derivative, and the strategies investors use in buying and selling derivatives. Some
derivatives are traded in markets, generating liquidity and information and providing
common arrangements for settling transactions.

Derivatives, Hedging, and Speculating
Derivatives are financial securities that derive their economic value from an underly-
ing asset, such as a stock or a bond. Most derivatives are intended to allow investors
and firms to profit from price movements in the underlying asset. An important use of
derivatives is to hedge, or reduce risk. For example, consider the situation of the man-
agers responsible for producing Tropicana orange juice. Suppose the managers are
worried that orange prices may rise in the future, thereby reducing the profits from
selling orange juice. It is possible for Tropicana to hedge this risk by using a derivative
that will increase in value if the price of oranges rises. That way, if the price of oranges
does rise, Tropicana’s losses when it buys higher-priced oranges will be offset by the
increase in the value of the derivative. If the price of oranges falls, Tropicana will gain
from a reduced cost of buying oranges but will suffer a loss on the value of the derivative.

In this example, there may seem to be no net gain to Tropicana from using deriva-
tives. But recall from Chapter 4 that economists measure risk on a financial investment
as the degree of uncertainty in an asset’s return. Similarly, a key risk in producing orange
juice is that orange prices will fluctuate, thereby causing fluctuations in the profits to 
be earned from selling orange juice. Because derivatives reduce the uncertainty in
orange juice profits, Tropicana finds them valuable. In other words, even though using
derivatives reduces how much Tropicana benefits from a decrease in the price of

Derivative An asset, such
as a futures contract or an
option contract, that
derives its economic value
from an underlying asset,
such as a stock or a bond.

Hedge To take action to
reduce risk by, for example,
purchasing a derivative
contract that will increase
in value when another
asset in an investor’s port-
folio decreases in value.

denunciation of financial derivatives. He called them
“time bombs, both for the parties that deal in them
and for the economic system.” He concluded that
“derivatives are financial weapons of mass destruction,
carrying dangers that, while now latent, are potentially
lethal.” Despite Buffett’s warnings, the markets for
financial derivatives exploded in size between 2002
and 2007. When the financial crisis began in 2007, just
as Buffett had warned, financial derivatives played an
important role.

But what exactly are financial derivatives? Until
recently, they appeared to be a relatively minor part of
the financial system, and many individual investors
hardly knew they existed. In fact, before denouncing
derivatives in his 2002 letter, Buffett explained what
they were because he suspected that even the relatively
sophisticated investors reading his annual letters prob-
ably didn’t know much about them. As we will see in
this chapter, derivatives range from the relatively

straightforward to the extremely complex. (Buffett
described some of the more complex derivatives as
having been designed by “sometimes, so it seems,
madmen.”) All derivatives share the characteristic that
they derive their value from an underlying asset. These
assets may be commodities, such as wheat or oil, or
financial assets, such as stocks or bonds.

Despite Buffett’s denunciations, derivatives play a
useful role in the financial system. Derivative markets
offer investors risk-sharing, liquidity, and information
services that they would not be able to obtain else-
where. In fact, as we will see, Buffett’s criticisms were
really aimed at the way in which some of the more
exotic derivative securities were used in the years lead-
ing up to the financial crisis.

Read AN INSIDE LOOK AT POLICY on page 214
for a discussion of how legislation in 2010 made
significant changes to the market for financial
derivatives.

Sources: Warren Buffet, “Chairman’s Letter,” in Berkshire Hathaway, Inc. 2002 Annual Report, February 21, 2003; and “The World’s
Billionaires,” fortune.com, March 10, 2010.

7.1

Learning Objective
Explain what derivatives
are and distinguish
between using them to
hedge and using them
to speculate.
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oranges, it also reduces the losses from an increase in the price of oranges, so Tropicana
benefits from a net reduction in risk.

Similarly, an investor may buy 10-year Treasury notes, intending to sell them in 
5 years to pay for a child’s college tuition. The investor knows that if interest rates rise, the
market price of the notes will fall. The investor can hedge this risk by entering into a
derivatives transaction that will earn a profit if interest rates rise. If interest rates fall rather
than rise, the investor will benefit from the increase in the price of the notes. But the
investor will suffer a loss on the derivatives transaction. Once again, though, the investor
accepts this trade-off because he or she achieves a net reduction in risk.

In effect, derivatives can serve as a type of insurance against price changes in
underlying assets. Insurance plays an important role in the economic system: If insur-
ance is available on an economic activity, more of that activity will occur. For instance,
if no fire insurance were available, many people would be afraid to own their own
homes because of the heavy uninsured losses they would suffer in the event of a fire.
The lower demand for housing would result in less residential construction. The avail-
ability of fire insurance increases the amount of residential construction. Similarly, if
investors could not hedge the risk of financial investments, they would make fewer
investments, and the flow of funds in the financial system would be reduced. Firms and
households would have reduced access to funds, which would slow economic growth.

Derivatives can also be used to speculate, or place financial bets on movements in
asset prices. For instance, suppose that even though your only connection with the
orange business is to drink a glass of orange juice at breakfast every morning, your care-
ful study of crop reports and long-range weather reports has convinced you that the
price of oranges will rise in the future. A derivative that increases in value as orange
prices rise gives you an opportunity to profit from your superior insight into the orange
market. Of course, if your insight is wrong and orange prices fall, you will lose your bet.

Some investors and policymakers believe that “speculation” and “speculators” pro-
vide no benefit to financial markets. But, in fact, speculators help derivative markets
operate by serving two useful purposes: First, hedgers are able to transfer risk to spec-
ulators. In derivatives markets, as in other markets, there must be two parties to a
transaction. If a hedger sells a derivative security to a speculator, in purchasing the
security, the speculator has accepted the transfer of risk from the hedger. Second, stud-
ies of derivatives markets have shown that speculators provide essential liquidity. That
is, without speculators, there would not be a sufficient number of buyers and sellers for
the market to operate efficiently. As with other securities, investors are reluctant to
hold derivative securities unless there is a market in which to easily sell them.

In the following sections we look at the most important types of derivatives and
the roles they play in the functioning of financial markets.

Forward Contracts
Firms, households, and investors often make plans that can be affected, for better or
for worse, by changes in future prices. For instance, a farmer may plant wheat that will
not be harvested for months. The farmer’s profit or loss will depend on the price of
wheat at the time the wheat is harvested. A bank may make a four-year automobile
loan with an interest rate of 6% that is profitable as long as the interest rate the bank
pays on deposits stays at 3% or less. If the interest rate on deposits rises to 4%, the bank
will lose money on the loan.

Forward contracts give firms and investors an opportunity to hedge the risk on
transactions that depend on future prices. Forward contracts make possible forward
transactions, which are transactions agreed to in the present but settled in the future.

Speculate To place finan-
cial bets, as in buying
futures or option contracts,
in an attempt to profit
from movements in asset
prices.

7.2

Learning Objective
Define forward
contracts.

Forward contract An
agreement to buy or sell an
asset at an agreed upon
price at a future time.
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Generally, forward contracts involve an agreement in the present to exchange a given
amount of a commodity, such as oil, gold, or wheat, or a financial asset, such as
Treasury bills, at a particular date in the future for a set price. Historically, forward con-
tracts were first developed in agricultural markets. The supply of agricultural products
depends on the weather and can therefore be subject to wide fluctuations. In addition,
the demand for agricultural products is usually price inelastic. Recall from your prin-
ciples of economics course that when demand is inelastic, fluctuations in supply cause
large swings in equilibrium prices.

For example, consider the case of a farmer who in March sows seed with the expec-
tation that it will yield 10,000 bushels of wheat. The price in March at which the farmer
could sell wheat she has available to deliver immediately is called the spot price.
Suppose the spot price is $2.00 per bushel. The farmer is concerned that when she har-
vests the wheat in July, the price will have fallen below $2.00, so she will receive less
than $20,000 for her wheat. When General Mills buys wheat to make Wheaties and
other breakfast cereals, it has the opposite concern: A manager at General Mills is con-
cerned that in July the price of wheat will have risen above $2.00, thereby raising his
cost of producing cereal. The farmer and the General Mills manager can hedge against
an adverse movement in the price of wheat by entering into a forward contract under
which the farmer commits to sell 10,000 bushels of wheat to General Mills at a price of
$2.00 per bushel at a date in the future known as the settlement date, which is the date
on which the contracted delivery must take place. Both parties to the contract have
locked in today the price they will receive or pay in the future, on the settlement date.

Although forward contracts provide risk sharing, they have liquidity and informa-
tion problems. Because forward contracts usually contain terms specific to the partic-
ular buyer and seller involved in a transaction, selling the contract is difficult because
a buyer would have to accept the same terms. Therefore, forward contracts tend to be
illiquid. In addition, forward contracts are subject to default risk because the buyer or
the seller may be unable or unwilling to fulfill the contract. For instance, in the previ-
ous example, General Mills might have declared bankruptcy shortly after signing the
contract and might be unable to make the required payment to the farmer. In this con-
text, default risk is often called counterparty risk. The counterparty is the person or
firm on the other side of the transaction. So, from the perspective of the seller, the
buyer is the counterparty, and from the perspective of the buyer, the seller is the coun-
terparty. Counterparty risk is the risk that the buyer will not fulfill his or her obliga-
tion to the seller or that the seller will not fulfill his or her obligation to the buyer. As
a result of counterparty risk, buyers and sellers of forward contracts will incur infor-
mation costs when analyzing the creditworthiness of potential trading partners.

Futures Contracts
Futures contracts first evolved in commodity markets to keep the risk-sharing bene-
fits of forward contracts while increasing liquidity and lowering risk and information
costs. Futures contracts differ from forward contracts in several ways:

1. Futures contracts are traded on exchanges, such as the Chicago Board of Trade
(CBOT) and the New York Mercantile Exchange (NYMEX).

2. Futures contracts typically specify a quantity of the underlying asset to be deliv-
ered but do not fix what the price will be on the settlement date when the asset is
delivered. Instead, the price changes continually as contracts are bought and sold
on the exchange.

3. Futures contracts are standardized in terms of the quantity of the underlying asset
to be delivered and the settlement dates for the available contracts.

Spot price The price at
which a commodity or
financial asset can be sold
at the current date.

Settlement date The date
on which the delivery of a
commodity or financial
asset specified in a forward
contract must take place.

Counterparty risk The
risk that the counterparty—
the person or firm on the
other side of the transac-
tion—will default.

7.3

Learning Objective
Discuss how futures
contracts can be used
to hedge and to
speculate.

Futures contract
A standardized contract to
buy or sell a specified
amount of a commodity or
financial asset on a specific
future date.
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Because futures contracts are standardized according to the rules of the exchanges
they trade on, they lack some of the flexibility of forward contracts. For instance,
although buyers and sellers of forward contracts in wheat may choose any settlement
date they want, the CBOT offers wheat futures contracts with only five settlement dates
per year. But for many investors and firms, futures contracts are attractive because they
have reduced counterparty risk and lower information costs, as well as greater liquidity.
Counterparty risk is reduced because the exchange serves as a clearinghouse (or clearing
corporation) that matches up buyers and sellers, and the exchange—rather than the
buyers and sellers—stands as the counterparty on each trade. For instance, someone
buying a futures contract on the CBOT has the CBOT as a counterparty, which greatly
reduces default risk. Having the exchange as a counterparty also reduces information
costs because buyers and sellers of futures contracts do not have to devote resources to
determining the creditworthiness of trading partners. Finally, the reduced risk and
information costs, along with the standardization of contract terms, increase the
willingness of investors to buy and sell futures contracts. The markets for many futures
contracts are highly liquid, with large numbers of buyers and sellers.

Hedging with Commodity Futures
Suppose that the farmer we considered earlier wants to hedge against falling wheat
prices by using futures contracts. The farmer plants wheat in March, when the spot
price of wheat is $2.00 per bushel, which is the price for which the farmer could sell the
wheat at that time. The farmer is afraid that when she harvests the wheat in July, the
price will have fallen. The CBOT offers wheat futures contracts with a settlement date
in July. Assume that the futures price in the contracts is $2.20. The futures price is $0.20
higher than the current spot price because buyers and sellers of futures contracts must
be expecting that the spot price in July will be higher than the spot price in March. The
buyers and sellers may base their expectation that the price of wheat will rise on infor-
mation such as government crop reports and long-range weather forecasts.

Each wheat futures contract on the CBOT is standardized at 5,000 bushels, so to
hedge against a price decline, the farmer should sell two wheat futures contracts because
she expects to harvest 10,000 bushels of wheat. To sell the contracts, she would need to
use a registered futures broker who would be able to execute the trades for her on the
CBOT. By selling wheat futures, the farmer takes a short position in the futures market.
Someone has a short position if he or she has promised to sell or deliver the underly-
ing asset. If a manager at General Mills who is worried about an increase in the future
price of wheat buys the contract, he is taking the long position in the futures market,
which means that he now has the right and obligation to buy or receive the underlying
asset. Note that the farmer is long in the spot market for wheat because she owns wheat
that she intends to sell after harvesting it, while the manager at General Mills is short in
the spot market for wheat because he intends to buy wheat to carry out his breakfast
cereal making operation. We can generalize this important point:

Hedging involves taking a short position in the futures market to offset a long
position in the spot market, or taking a long position in the futures market to
offset a short position in the spot market.

The price in a wheat futures contract changes in the course of each day’s trading,
as new information becomes available that is relevant to forecasting the future spot
price of wheat on the settlement day. As the time to deliver approaches, the futures
price comes closer to the spot price, eventually equaling the spot price on the settle-
ment date. Why must the spot price equal the futures price on the settlement date?
Because if there were a difference between the two prices, arbitrage profits would be

Short position In a
futures contract, the right
and obligation of the seller
to sell or deliver the under-
lying asset on the specified
future date.

Long position In a futures
contract, the right and obli-
gation of the buyer to
receive or buy the underly-
ing asset on the specified
future date.
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possible. For instance, if the spot price of wheat were $2.00 on the settlement date of
the futures contract but the futures prices were $2.20, an investor could buy wheat on
the spot market and simultaneously sell futures contracts. The buyers of the futures
contract would have to accept delivery of wheat at $2.20, which would allow the
investor to make a risk-free profit of $0.20 per bushel of wheat. In practice, investors
selling additional futures contracts would drive down the futures price until it equaled
the spot price. Only then would arbitrage profits be eliminated.

To continue with our example, suppose that on the settlement date, the futures
price and the spot price of wheat are both $1.80. For simplicity, assume that the farmer
harvests and sells her wheat on that same day. To fulfill her futures market obligation,
the farmer can engage in either settlement by delivery or settlement by offset. In using
settlement by offset, rather than actually delivering wheat, she would close her position
at the CBOT by buying two futures contracts, thereby offsetting the two contracts she
sold in March. She sold the contracts for $20,000 (= $2.00 per bushel × 10,000
bushels). By buying them back for $18,000 (= $1.80 per bushel × 10,000 bushels), she
earns a profit of $2,000 in the futures market. In the spot market, she sells her wheat
for $18,000, thereby receiving $2,000 less than she would have received at the March
spot price. Because this $2,000 loss is offset by her $2,000 profit in the futures market,
she has succeeded in hedging the risk of a price decline in the wheat market.

Notice that the manager at General Mills is in the reverse position. In settling his posi-
tion in the futures market, he will sell two contracts at a futures price of $1.80 per bushel,
thereby suffering a $2,000 loss—because the futures price when he bought the contracts
in March was $2.00 per bushel. But he will buy wheat in the spot market for $2,000 less
than he would have paid at the March spot price of $2.00 per bushel. If the spot price of
wheat had risen rather than fallen, the farmer would have lost money on her futures mar-
ket position but earned a profit in the spot market, while the manager at General Mills
would have earned a profit in the futures market but taken a loss in the spot market.

We can summarize the profits and losses of buyers and sellers of futures contracts:

Notice that the futures market is a zero-sum game, which means that if the seller makes
a profit, the buyer must suffer a loss of exactly the same amount, and if the seller suf-
fers a loss, the buyer will earn a profit of exactly the same amount. (To make sure you
understand this point, review the example of the farmer and General Mills to check
that whatever one gains the other loses.) Table 7.1 summarizes this example of using
commodity futures contracts to hedge the risk of price fluctuations.

Profit (or loss) to seller = Futures price at purchase - Spot price at settlement.
Profit (or loss) to the buyer = Spot price at settlement - Futures price at purchase.

Table 7.1 Using Commodity Futures Contracts to Hedge

Wheat farmer Manager at General Mills

Concerned about . . . lower wheat prices higher wheat prices

Hedges risk by . . . selling futures contracts buying futures contracts

Position in futures
market is . . .

short long

Position in spot
market is . . .

long short

If wheat prices 
rise . . .

she loses in the futures market
but gains in the spot market

he gains in the futures market but
loses in the spot market

If wheat prices 
fall . . .

she gains in the futures market
but loses in the spot market

he loses in the futures market but
gains in the spot market
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Making the Connection

Should Farmers Be Afraid of the Dodd-Frank Act?
During the financial crisis of 2007–2009, some policymakers and economists argued
that the use of derivatives had destabilized the financial system. When Congress passed
the Dodd-Frank Wall Street Reform and Consumer Protection Act in July 2010, it con-
tained some restrictions on trading in derivatives. In particular, the act required that
some derivatives that had previously been traded over the counter be traded on
exchanges instead.

As we have seen, farmers use commodity futures frequently because weather and
other factors cause wide fluctuations in the market prices of most crops. Although the
Dodd-Frank bill left futures trading on organized exchanges, such as the Chicago
Board of Trade, largely unaffected, some farmers worried because the bill gave the
Commodity Futures Trading Commission (CFTC), the federal agency charged with
regulating futures exchanges, the authority to write new rules. In particular, farmers
were worried that they might have to post more collateral to trade futures, which
would raise the costs of using these contracts to hedge risk. In addition, some farmers
hedge risk by using forward contracts arranged for them by small community banks
or special agriculture banks. The farmers worried that these banks might no longer be
allowed to offer forward contracts. Senator Saxby Chambliss of Georgia had argued
against regulating derivatives trading by small banks in agricultural areas: “All of a sud-
den they are going to be treated like Goldman Sachs or those major firms on Wall
Street.”

Whether in the end the financial reform bill will make it more difficult for farm-
ers to hedge the risk of fluctuating crop prices remains to be seen. The final version of
the Dodd-Frank bill exempted some derivatives trading from the new regulations, pro-
vided that the trading served a clear business purpose. As with many other aspects of
the bill, the ultimate effect on derivatives trading will depend on the details of the new
regulations authorized by the bill. As of late 2010, it appeared that it would be some
time before the CFTC finished writing the new regulations concerning trading in
derivatives contracts and before farmers would learn whether they could conduct busi-
ness as usual.

Sources: Victoria McGrane and Fawn Johnson, “Financial Overhaul Bill Passes Key Senate Hurdle,” 
Wall Street Journal, July 15, 2010; Michael M. Phillips, “Finance Overhaul Casts Long Shadow on the
Plains,” Wall Street Journal, July 14, 2010; and Edward Wyatt and David M. Herszenhorn, “Bill on
Finance Wins Approval of Senate Panel,” New York Times, April 21, 2010.

Test your understanding by doing related problem 3.15 on page 218 at the end of
this chapter.

As we noted at the beginning of the chapter, it may appear at first that hedging
with futures contracts serves no useful purpose because buyers and sellers can expect
to lose on their futures positions about as often as they can expect to gain. In fact, given
that there are costs involved in buying and selling futures contracts, the farmer and
General Mills manager in our example may seem to have made themselves worse off.
Remember, though, that reducing the variance of returns, which using futures con-
tracts does, reduces risk. Investors and firms are willing to pay for a reduction in risk,
which is why they hedge by using futures contracts.
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Speculating with Commodity Futures
We have given an example of firms—farmers and General Mills—that are involved in
the market for wheat and want to use futures to reduce the risk in their business oper-
ations. Some investors who are not connected with the wheat market can use wheat
futures to speculate on the price of wheat. For instance, suppose that it is March, and
after carefully studying all the information relevant to forecasting the future demand
and supply for wheat, you conclude that in July the price of wheat will be $2.50 per
bushel. If July wheat futures have a futures price of $2.20 per bushel, you stand to make
a profit by buying them. Although, of course, you do not actually want to take delivery
of the wheat in July, you stand to make a profit by settling your position by selling
wheat futures at some point between March and the July settlement date. If you were
convinced that the spot price of wheat was going to be lower in July than current
futures price, you could sell wheat futures with the intention of buying them back at
the lower price on or before the settlement date.

Notice, though, that because you lack an offsetting position in the spot market, an
adverse movement in wheat prices will cause you to take losses. For instance, if you buy
wheat futures, but the price of wheat falls rather than rises, then you will have to settle
your position for a loss. Similarly, if you sell wheat futures and wheat prices rise, you
will also have to settle your position for a loss.

As we noted at the beginning of the chapter, speculators play an important role in
futures markets by adding needed liquidity. Without speculators, most futures markets
would not have enough buyers or sellers to operate, thereby reducing the risk sharing
available to hedgers.

Hedging and Speculating with Financial Futures
Although futures contracts first appeared in commodity markets, such as the markets
for wheat and oil, futures trading in financial assets was introduced in 1972. Today
most futures traded are financial futures. Widely traded financial futures contracts
include those for Treasury bills, notes, and bonds; stock indexes, such as the S&P 500
and the Dow Jones Industrial Average; and currencies, such as U.S. dollars, Japanese
yen, euros, and British pounds. Financial futures contracts are regulated by exchange
rules approved by the Commodity Futures Trading Commission (CFTC). The CFTC
monitors potential price manipulation and the conduct of the exchanges.

The process of hedging risk using financial futures is very similar to the process of
hedging risk using commodity futures. Consider the following example of using finan-
cial futures to hedge interest-rate risk. Suppose you own Treasury notes but are con-
cerned about being exposed to the risk of a decline in the price of the notes if market
interest rates rise. Notice that you are in essentially the same situation as the wheat
farmer in our earlier example, in that you would like to hedge against a price decline.
Like the wheat farmer, you are long in the spot market—you own Treasury notes. So
to hedge the risk of a price decline, you should go short in the futures market by sell-
ing Treasury note futures contracts. If, as you feared, market interest rates rise and the
price of your notes falls, the futures price will also fall. You can settle your futures posi-
tion by buying futures contracts to offset your earlier sale. Because you buy the con-
tracts for a lower price than you sold them for, you make a profit that offsets the losses
caused by the falling price of your Treasury notes.

Who would want to be on the other side of this transaction? That is, who might
be willing to buy the futures contracts you want to sell? Consider, for example, the
manager of a company’s pension fund who expects to receive contributions to the fund
in six months. The manager would like to invest the contributions in Treasury notes
but may be afraid that the interest rate on the notes will have declined by then,



Futures Contracts 197

reducing the return he would like to make on the investment. Worrying about a decline
in the interest rate on Treasury notes is the same thing as worrying about an increase
in their price, so the pension fund manager is like the manager at General Mills in our
earlier example. The pension fund manager is short in the spot market for Treasury
notes, so to hedge the risk of a price increase, the manager needs to go long in the
futures market by buying Treasury futures contracts. If the interest rate on the Treasury
notes falls and their price rises, the manager will be able to settle his Treasury futures
position by selling futures contracts to offset his earlier purchase. Because he sells the
contracts for a higher price than he bought them for, he makes a profit that offsets the
lower returns he will receive when he buys the Treasury notes. Table 7.2 summarizes
hedging with financial futures.

An investor who believes that he or she has superior insight into the likely path of
future interest rates can use the futures market to speculate. For example, if you are
convinced that in the future interest rates on Treasury notes will be lower than indicated
by the current price of Treasury futures, you could profit by buying Treasury futures.
If you are correct, and future interest rates turn out to be lower than expected, the
futures price will rise, and you can settle your position by selling Treasury futures con-
tracts at a profit. If you wanted to speculate that future interest rates will be higher than
expected, you could sell Treasury futures contracts.

Table 7.2 Using Financial Futures to Hedge Interest-Rate Risk

Investor who owns 
Treasury notes

Pension fund manager who
intends to buy Treasury notes 
in six months

Concerned about . . . lower Treasury note prices
(higher interest rates)

higher Treasury note prices
(lower interest rates)

Hedges risk by . . . selling futures contracts buying futures contracts

Position in futures 
market . . .

short long

Position in spot 
market . . .

long short

If Treasury note prices 
rise (interest rates fall) . . .

loses in the futures market
but gains in the spot market

gains in the futures market but
loses in the spot market

If Treasury note prices fall
(interest rates rise) . . .

gains in the futures market
but loses in the spot market

loses in the futures market but
gains in the spot market

Making the Connection

Reading the Financial Futures Listings
The Wall Street Journal reports online information on futures contracts each business
day. An example of interest-rate futures on U.S. Treasury securities appears on the next
page. The quotation is from the end of trading on August 10, 2010 and is for 10-year
U.S. Treasury note futures traded on the Chicago Board of Trade (CBOT). The quota-
tion is for a standardized contract of $100,000 in face value of notes paying a 
6% coupon. The first column states the contract month for delivery. The delivery date
for the contract in the first row is September 2010. The next five columns present price
information: the Last price, which is the price of the last trade on the previous day, the
change (Chg) in price from the previous day, the high price for the day, and the low
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price for the day. Two key points to note about the prices: (1) they are quoted per $100
of face value, and (2) the values after the apostrophe are thirty-secondths. For exam-
ple, the Last price for the contract in the first row is $124 and 31.5/32 or $124.984375
per $100 of face value. There are 1,000 $100s of face value in a $100,000 contract.
Therefore, the price of this contract is $124.4375 × 1,000 = $124,984.38. Because the
price is above the face value of $100,000, we know that the yield to maturity on the
contract must be less than the coupon rate of 6%.

The Volume column tells you the number of contracts traded the previous day. In
this case, 1,188,910 contracts of the September 2010 contract were traded. Open
Interest (OpenInt) reports the volume of contracts outstanding – that is, not yet set-
tled. For the September 2010 contract, this was 1,906,926.

You can get useful information from these quotes. The interest-rate futures con-
tracts tell you market participants’ expectations of future interest rates. Note that
futures prices are lower for December 2010 than for September 2010, telling you that
futures market investors expect long-term Treasury interest rates to rise.

Although not shown, you can also find interest-rate futures quotations for
Treasury notes and bills and foreign currencies. The financial futures listings also gives
you quotes on stock index futures, such as contracts on the S&P 500. Investors use
stock index futures to anticipate broad stock market movements.

Source of data: Wall Street Journal, August 10, 2010

Test your understanding by doing related problem 3.16 on page 219 at the end of
this chapter.

Month

Sep  '10
Dec  '10
Mar  '11
Jun  '11
Sep  '11

Last

124'31.5
124'03.5
123'03.0
122'00.0
117'22.5

Open

124'16.0
123'20.0
123'04.0
122'00.0
117'22.5

High

124'21.0
123'23.5
123'03.0
122'00.0
117'22.5

Low

124'09.5
123'14.5
123'03.0
122'00.0
117'22.5

Volume

1188910
11682

1
0
0

OpenInt

1906926
36619

64
34
0

0'15.0
0'15.0
0'16.5
0'17.0
0'17.0

CHG

10-Year U.S. Treasury Note Futures

Solved Problem 7.3
Hedging When Interest Rates Are Low

Solving the Problem
Step 1 Review the chapter material. This problem is about hedging the risk of

investing in bonds, so you may want to review the section “Hedging and
Speculating with Financial Futures,” which begins on page 196.

During the financial crisis of 2007–2009, interest rates
on Treasury bills, notes, and bonds and on many corpo-
rate and municipal bonds fell to very low levels. Jane
Williams is a financial adviser and chief executive offi-
cer of Sand Hill Advisors in Palo Alto, California. In
early 2010, an article in the Wall Street Journal quoted

Williams as arguing that “bonds could be among the
worst-performing investments this year. . . .”

a. What would make bonds a bad investment?
b. How might it be possible to hedge the risk of

investing in bonds?



Futures Contracts 199

Step 2 Answer part (a) by explaining when bonds make a bad investment. Bonds
are a bad investment when interest rates rise because higher market interest
rates cause the prices of existing bonds to decline. Because interest rates were
particularly low in early 2010, many financial investors expected that market
interest rates were likely to rise, resulting in capital losses for bondholders.

Step 3 Answer part (b) by explaining how it is possible to hedge the risk of invest-
ing in bonds. We have seen that investors can use the futures market to
hedge the risk of investing in bonds. Because, in this case, investors would be
worried about rising interest rates and falling bond prices, the appropriate
hedge would be for investors to sell futures contracts, such as those available
on the CBOT for Treasury notes or bonds. Investors who own bonds are long
in the spot market for bonds, so the appropriate hedge calls for them to go
short in the futures market for bonds by selling futures contracts. Individual
investors can sell the contracts by using a registered futures broker who would
place the sell order on the CBOT. Many stockbrokers are also futures brokers.
Some brokers are so-called full-service brokers who offer trading advice and
provide research support, as well as executing trades. Other brokers are dis-
count brokers, who charge a lower commission to execute trades but do not
typically offer advice. Individual investors will sometimes hedge the risk of
investing in bonds by buying shares in mutual funds that invest in derivative
contracts rather than by buying or selling the contracts themselves.

Source: Shefali Anand, “Bracing for a Rise in Interest Rates,” Wall Street Journal, March 1, 2010.

For more practice, do related problem 3.17 on page 219 at the end of this chapter.

Margin requirement In
the futures market, the
minimum deposit that an
exchange requires from the
buyer or seller of a financial
asset; reduces default risk.

Marking to market In the
futures market, a daily set-
tlement in which the
exchange transfers funds
from a buyer’s account to a
seller’s account or vice
versa, depending on
changes in the price of the
contract.

Trading in the Futures Market
As we have seen, buyers and sellers of futures contracts deal with an exchange rather
than directly with each other, as would be the case with forward contracts. To reduce
default risk, the exchange requires both the buyer and seller to place an initial deposit
called a margin requirement into a margin account. For instance, on the CBOT,
futures contracts for U.S. Treasury notes are standardized at a face value of $100,000 of
notes, or the equivalent of 100 notes of $1,000 face value each. The CBOT requires that
buyers and sellers of these contracts deposit a minimum of $1,100 for each contract
into a margin account.

At the end of each trading day, the exchange carries out a daily settlement known
as marking to market in which, depending on the closing price of the contract, funds
are transferred from the buyer’s account to the seller’s account or vice versa. For
instance, suppose that you buy a Treasury note futures contract for a price of 100.
From the Making the Connection on page 197, we know this price means that you paid
$100,000 for the contract. Assume that you deposited just the minimum $1,100
required by the CBOT into your margin account, and the seller deposited the same
amount into his or her account. The following day, at the end of trading in the mar-
ket, the price of your contract has risen to 101, perhaps because new information has
led traders to believe that interest rates will be lower in the future (and, therefore,
Treasury note prices will be higher) than they had previously expected. Because the
value of your contract has risen by $1,000, the exchange will transfer $1,000 from the
seller’s account to your account. The balance in the seller’s account falls to $100. This
amount is below the maintenance margin, which is sometimes less than the initial mar-
gin, but in the case of Treasury note futures contracts, it is also $1,100. The seller will
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Table 7.3 Buyers and Sellers in the Futures Market

Buyer of a futures contract Seller of a futures contract

Obligation . . . buy the underlying asset on the
settlement date

deliver the underlying asset on
the settlement date

Uses futures
contracts to
hedge . . .

someone who intends to buy the under-
lying asset and who wants to insure
against the price rising

owner of the underlying asset
who wants to insure against
the price falling

Uses futures
contracts to
speculate . . .

investor who believes that the price of
the underlying asset will rise

investor who believes that the
price of the underlying asset
will fall

be subject to a margin call, which is an order from the exchange for the seller to add
enough funds to his or her account to reach the $1,100 maintenance margin. Because
of margin requirements and marking to market, traders rarely default on futures con-
tracts, which limits the exchange’s exposure to losses.

Table 7.3 summarizes the activities of buyers and sellers in the futures market.

Options
Options are another type of derivative contract. The buyer of an option has the right
to buy or sell the underlying asset at a set price during a set period of time. A call
option gives the buyer the right to buy the underlying asset at the strike price (or exer-
cise price), at any time up to the option’s expiration date. For instance, if you buy a call
option on Apple with a strike price of $200 and an expiration date of July, you have the
right to buy one share of Apple stock for $200 at any time up to the expiration date in
July (typically the third Friday of the month).

A put option gives the buyer the right to sell the underlying asset at the strike price.
For instance, if you buy a put option on Apple with a strike price of $200 dollars and an
expiration date of July, you have the right to sell one share of Apple stock for $200 at any
time up to the expiration date in July. Note that the options being described here are
American options, which an investor may exercise at any time up to the expiration date.
An investor may exercise European options only on the expiration date.

With futures contracts, buyers and sellers have symmetric rights and obligations.
That is, the seller must make delivery of the underlying asset, and the buyer must take
delivery at the futures price on the delivery date. In contrast, with options contracts,
the buyer has rights, and the seller has obligations. For example, if the buyer of a call
option exercises his or her right to buy the underlying asset, the seller of the call option
has no choice but to fulfill the obligation to sell the asset. However, the buyer of the call
option has no obligation to exercise it and may choose, instead, to allow the option to
expire, unexercised. Similarly, if the buyer of a put option exercises his or her right to
sell the underlying asset, the seller of the put option has no choice but to fulfill the obli-
gation to buy the asset.

Options are traded both over the counter and on exchanges such as the Chicago
Board Options Exchange (CBOE) and the New York Stock Exchange (NYSE). Options
traded on exchanges are called listed options. Options contracts traded in the United
States include options on individual stocks, stock index options, options on stock
index futures contracts, options on interest-rate futures (such as futures contracts on
U.S. Treasury notes and bonds), options on currencies, and options on currency
futures (such as futures contracts on the Japanese yen, euro, Canadian dollar, and

Option A type of deriva-
tive contract in which the
buyer has the right to buy
or sell the underlying asset
at a set price during a set
period of time.

Call option A type of
derivative contract that
gives the buyer the right to
buy the underlying asset at
a set price during a set
period of time.

Strike price (or exercise
price) The price at which
the buyer of an option has
the right to buy or sell the
underlying asset.

Put option A type of
derivative contract that
gives the buyer the right to
sell the underlying asset at
a set price during a set
period of time.

7.4

Learning Objective
Distinguish between
call options and put
options and explain
how they are used.
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British pound). One important distinction between futures and options contracts is
that when you purchase a futures contract, funds change hands daily as the contract is
marked to market. With an options contract, however, funds change hands only when
the option is exercised.

Why Might You Buy or Sell an Option?
Suppose that Apple stock has a current price of $200 per share, but you believe the
price will rise to $250 at some point during the coming year. You could purchase shares
of Apple and earn a profit if the price rises as you expect. There are two potential
downsides to this strategy: Buying the stocks outright will require a sizable investment,
and if the price of Apple falls rather than rises, you will face a possibly substantial loss.
As an alternative, you could buy call options that would allow you to buy Apple at a
strike price of, say, $210. The price of the options will be much lower than the price of
the underlying stock. In addition, if the price of Apple never rises above $210, you can
allow the options to expire without exercising them, which limits your loss to the price
of the options.

If Apple’s stock is selling for $200 per share and you are convinced it will decline
in price, you could engage in a short sale. With a short sale, you borrow the stock from
your broker and sell it now, with the plan of buying it back—and repaying your
broker—after the stock declines in price. If, however, the price of Apple rises rather
than falls, you will lose money by having to buy back the stock—which is called “cov-
ering a short”—at a price that is higher than you sold it for. If the price of Apple soars,
you may face a substantial loss in covering your short. If, on the other hand, you buy a
put with a strike price of $190 per share you will profit from a decline in the price of
Apple’s stock, while if the price rises you can allow the option to expire and limit your
loss to the price of the option.

Figure 7.1 illustrates the potential gains and losses from buying options on Apple
stock. We assume that the buyer of the option pays a price for the option but does not

Figure 7.1 Payoffs to Owning Options on Apple Stock
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In panel (a), we illustrate the profit from buying a call option with a strike
price of $210. When the price of Apple stock is between zero and $210, the
owner of the option will not exercise it and will suffer a loss equal to the $10
price of the option. As the price of Apple rises above $210 per share, the
owner of the option will earn a positive amount from exercising it. For prices
above $220, the owner earns a profit.

In panel (b), we illustrate the profit from buying a put option with a strike
price of $190. The owner of a put option earns a maximum profit when the
price of Apple is zero. As the price of Apple stock rises, the payoff from owning
the put option falls. At a price of $180, the owner of the put would just break
even. For prices above the $190 strike price, the owner of the put option would
not exercise it and would suffer a loss equal to the option price of $10.•
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incur any cost when buying or selling the underlying stock. We assume that the price
of both the call option and the put option is $10 per share. Although the buyer of the
option can exercise the option at any time, for simplicity we focus on how the payoff
to owning the option varies with the price of the stock on the expiration date.1 In panel
(a), we illustrate the profit to buying a call option with a strike price of $210. When the
price of Apple stock is between zero and $210 on the expiration date, the owner of the
option will not exercise it and will suffer a loss equal to the $10 price of the option. As
the price of Apple rises above $210 per share, the owner of the option will earn a pos-
itive amount from exercising it. For example, if the price is $215, the owner can exer-
cise the option, buy a share of Apple from the seller of the option for the strike price
of $210, sell the share in the market for $215, and make $5. Because the owner paid $10
for the option, he or she has net loss of $5. If the price of Apple is $220, the owner will
break even. For prices above $220, the owner earns a profit. For example, if the price
of Apple is $250, the owner exercises the option, buys a share for $210, sells the share
in the market for $250, and makes a profit of $30 (= $40 - $10). The higher the price
of Apple stock rises, the greater the profit to the buyer of the call option.

In panel (b), we illustrate the profit to buying a put option with a strike price of
$190. The owner of a put option earns a maximum profit when the price of Apple
stock is zero.2 The owner would buy a share of Apple for a price of zero, exercise the
option, and sell the share to the seller of the put option for $190. Subtracting the $10
price of the option, the buyer of the option is left with a profit of $180. As the price of
Apple stock rises, the payoff from owning the put option falls. At a price of $180, the
owner of the put would just break even because the owner would make $10 from exer-
cising the option, which would just offset the $10 price of the option. For prices above
the $190 strike price, the owner of the put option would not exercise it and would
make a loss equal to the option price of $10.

Table 7.4 summarizes the key features of basic call options and put options.

1Alternatively, we can think of the figure as illustrating the situation for the highest price—panel (a)—
Apple stock reaches before the expiration date or the lowest price—panel (b).
2In reality, of course, a stock has a price of zero only if the firm is bankrupt. In that case, trading in the
stock would stop. A more realistic case, then, would be a low price that would still be high enough that
trading in the stock takes place.

Table 7.4 Key Features of Basic Call Options and Put Options

Call option Put option

Buyer Has the right to purchase the under-
lying option at the strike price on or
before the expiration date

Has the right to sell the underlying
asset at the strike price on or before
the expiration date

Seller Has the obligation to sell the under-
lying asset at the strike price if the
buyer exercises the option

Has the obligation to buy the underly-
ing asset at the strike price if the seller
exercises the option

Who would
buy it?

An investor who wants to bet that
the price of the underlying asset will
increase

An investor who wants to bet that the
price of the underlying asset will
decrease

Who would
sell it?

An investor who wants to bet that
the price of the underlying asset will
not increase

An investor who wants to bet that the
price of the underlying asset will not
decrease
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Option Pricing and the Rise of the “Quants”
The price of an option is called an option premium. Sellers of options lose if the
option is exercised. For instance, suppose that you sell a call option to buy Microsoft
with a strike price of $35. If the buyer of the call option exercises it, we know that the
market price of Microsoft must be higher than $35. In that case, you are obligated to
sell Microsoft below its current price, so the buyer’s gain is your loss. Not surprisingly,
then, the size of the option premium reflects the probability that the option will 
be exercised, in the same way that a car insurance premium reflects the risk of an
accident.

We can think of the option premium as being divided into two parts: the option’s
intrinsic value and its time value. An option’s intrinsic value equals the payoff to the
buyer of the option from exercising it immediately. For example, if a call option on
Microsoft stock has a strike price of $35 when the market price of Microsoft is $40,
the option has an intrinsic value of $5 because the buyer could exercise it immediately,
buy a share of Microsoft from the seller for $35, and resell the share in the market for
$40. An option that has a positive intrinsic value is said to be in the money. A call
option is in the money if the market price of the underlying asset is greater than the
strike price, and a put option is in the money if the market price of the underlying
asset is less than the strike price. If the market price of the underlying asset is below
the strike price, a call option is out of the money, or underwater. If the market price of
the underlying asset is above the strike price, a put option is out of the money. If the
market price equals the strike price, a call option or a put option is at the money.
Notice that because a buyer does not have to exercise an option, an option’s intrinsic
value can never be less than zero.

In addition to its intrinsic value, the option premium has a time value, which is
determined by how far away the expiration date is and by how volatile the stock price
has been in the past. The further away the expiration date, the greater the chance that
the intrinsic value of the option will increase. Suppose, for example, that the strike
price on a call option on Microsoft is $35 and the current market price is $30. If
the option expires tomorrow, the chance that the market price of Microsoft will rise
above $35 is small. But if the option expires in six months, the chance is much greater.
We can conclude that, all else being equal, the further away in time an option’s expira-
tion date, the larger the option premium. Similarly, if the volatility in the price of the
underlying asset is small, the chance that the intrinsic value of the option may
increase substantially because of a large price swing is small. But if the volatility in 
the price of the underlying asset is large, the chance is much greater. Therefore, all else
being equal, the greater the volatility in the price of the underlying asset, the larger the
option premium.

Calculating the intrinsic value of an option is straightforward, but it is more diffi-
cult to determine exactly how the option premium should be affected by the time until
the option expires or by the volatility in the price of the underlying asset. It is so diffi-
cult, in fact, that for many years, options were thinly traded—that is, investors seldom
bought or sold them—because Wall Street firms and other professional investors were
unsure how to price them. In 1973, a breakthrough occurred when Fischer Black and
Myron Scholes, who were then economists at the University of Chicago, published an
academic article in the Journal of Political Economy that used sophisticated mathemat-
ics to work out a formula for the optimal pricing of options. The Black-Scholes formula
coincided with the establishment of the CBOE and led to an explosive growth in
options trading.

The Black-Scholes formula had even wider significance because it demonstrated
to Wall Street firms that sophisticated mathematical modeling could allow these firms

Option premium The
price of an option.
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Making the Connection

Reading the Options Listings
Newspaper and online listings of options contracts contain many of the same meas-
ures as futures listings. However, there are some differences for individual options,
according to whether the underlying asset is a direct claim (for example, a bond or
shares of stock) or a futures contract (for example, a stock index futures contract).

The quotations shown below are for options contracts on shares of Microsoft stock.
The listing provides information on put options and call options with a strike price of
$24.00 for August 10, 2010. On the previous day, the closing price for a share of
Microsoft was $25.61. In fact, there are many put and call options available on
Microsoft stock with different strike prices; here we list just four. The first column gives
the expiration date for the options. The second column gives the strike price. The next
three columns give information on call options and the last three columns give infor-
mation on put options.

The Last column gives the last price the contract traded for on the previous day.
For example, the August contract listed in the first row has a Last price of $1.64. The
Volume column provides information on how many contracts were traded that day,
and the Open Interest column provides information on the number of contracts out-
standing—that is, not yet exercised. Notice that the call options have higher prices than
the put options with the same expiration date. These higher prices reflect the fact that
because the strike price is below the underlying price, the call options are all in the
money, while the put options are out of the money. Notice, also, that for both the call
options and the put options, the further away the expiration date, the higher the price
of the option.

Source of data: Wall Street Journal, August 10, 2010

Test your understanding by doing related problem 4.9 on page 220 at the end of
this chapter.

Call and Put Options for Microsoft (MSFT)

Underlying stock price: 25.61

StrikeExpiration
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to price complicated financial securities. The result was that Wall Street firms hired
many people with advanced degrees in economics, finance, and mathematics to build
mathematical models that the firms could use to price and evaluate new securities.
These people became known as “rocket scientists,” or “quants.”
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Solved Problem 7.4
Interpreting the Options Listings

Solving the Problem
Step 1 Review the chapter material. This problem is about interpreting the listings

for options, so you may want to review the section “Option Pricing and the
Rise of the ‘Quants,’” which begins on page 203, and the Making the Connection
“Reading the Options Listings,” on page 204.

Step 2 Answer part (a) by explaining why the put options are selling for higher
prices than the call options. Notice that the strike price of $105.00 is greater
than the price of the underlying stock, which is $93.60. So, the put options are
all in the money because if you exercised one, you would be able buy a share
of Amazon in the market for $93.60 and sell it to the seller of the put at 
the strike price of $105.00, thereby making a profit of $11.40 ($105.00 - $93.60).
The calls are all out of the money because you would not want to exercise your
right to buy a share of Amazon for $105.00 from the seller of the call when you
could buy a share in the market for $93.60. Therefore, the calls have zero
intrinsic value and their prices are all lower than the prices for the puts.

Step 3 Answer part (b) by explaining why the April call sells for a higher price than
the January call. The price of an option represents the option’s intrinsic
value plus its time value, which represents all other factors that affect the like-
lihood of the option’s being exercised. The further away the expiration date,
the greater the chance that the intrinsic value of the option will increase, and
the higher the price of the option. Therefore, because the two call options
have the same strike price, the April call will have a higher price than the
January call.

Use the following information on call and put options
for Amazon.com to answer the questions. In your
answers, ignore any costs connected with buying and

selling options or the underlying stock apart from the
prices of the options or stock.

Amazon (AMZN) Underlying stock price: 93.60

Call Put

Expiration Strike Last Volume Open Interest Last Volume Open Interest

Oct 105.00 0.03 341 3863 11.52 55 1511

Nov 105.00 1.73 1509 6799 13.30 12 289

Jan 105.00 3.59 73 8453 13.60 14 584

Apr 105.00 6.70 3 152 17.30 1 125

a. Why are the put options selling for higher prices
than the call options?

b. Why does the April call sell for a higher price than
the January call?

c. Suppose you buy the April put. Briefly explain
whether you would exercise it immediately.

d. Suppose you buy the November call at the price
listed and exercise it when the price of Amazon
stock is $122. What will be your profit or loss?

e. Suppose you buy the April call at the price listed,
and the price of Amazon stock remains $93.60.
What will be your profit or loss?
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Step 4 Answer part (c) by explaining whether you would exercise the April put
immediately. If you purchased the April put, you would be able to buy one
share of Amazon for $93.60 in the stock market and sell the share to the 
seller of the put of $105.00, earning $11.40. But the price of the put is $17.30,
so you would not buy the put to exercise it immediately. You would buy the
put only if you expected that before the expiration date of the put, the price
of Amazon would fall sufficiently that the intrinsic value of the put would 
be greater than $17.30.

Step 5 Answer part (d) by calculating your profit or loss from buying the
November call and exercising it when the price of Amazon stock is $122. If
you exercise the November call, which has a strike price of $105.00, when the
price of Amazon stock is $122, you will earn $17.00 minus the option price of
$1.73, for a profit of $15.27.

Step 6 Answer part (e) by calculating your profit or loss from buying the April call
if the price of Amazon remains at $93.60. If the price of Amazon fails to
rise and remains at $93.60, the April call will remain out of the money.
Therefore, you will not exercise it, instead taking a loss equal to the option’s
price of $6.70.

For more practice, do related problem 4.9 on pages 220–221 at the end of this chapter.

Using Options to Manage Risk
Firms, banks, and individual investors can use options, as well as futures, to hedge the
risk from fluctuations in commodity or stock prices, interest rates, and foreign currency
exchange rates. Options have the disadvantage of being more expensive than futures.
But options have the important advantage that an investor who buys options will not
suffer a loss if prices move in the opposite direction to that being hedged against. For
instance, we saw earlier that if you own Treasury notes and want to hedge against a
decline in their price, you can do so by selling Treasury note futures. But what if prices
of Treasury notes increase? You have a gain on your holdings of Treasury notes, but you
suffer a loss on your futures position. You have hedged your risk, but you cannot prof-
it from an increase in prices of Treasury notes.

Instead of selling Treasury futures, you can hedge by buying Treasury put options. If
prices of Treasury notes fall, you can exercise your puts and sell at the strike price, there-
by minimizing your losses. If prices of Treasury notes rise, you can allow your puts to
expire without exercising them, thereby keeping the gains from the price rise. Because
options contracts guard against a negative outcome without limiting the gain from a pos-
itive outcome, they are more like insurance than are futures contracts. This insurance
aspect of options is why options prices are called options premiums. (The payments a
buyer of an insurance policy makes to an insurance company are known as premiums.)

When choosing between hedging with options and hedging with futures, a firm
or an investor has to trade off the generally higher cost of using options against the
extra insurance benefit that options provide. As an options buyer, you assume less risk
than with a futures contract because the maximum loss you can incur is the option
premium. Note, though, that the options seller does not have a limit on his or her loss-
es. For instance, if Treasury note prices fall to very low levels, the seller of a put option
is still obligated to buy at the strike price, even if it is far above the current market
price.
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Many hedgers buy options, not on the underlying asset, but on a futures contract
derived from that asset. For instance, in the previous example, rather than hedging
against a decline in Treasury note prices by buying a put option on Treasury notes,
you could buy a put option on Treasury note futures. Buying and selling futures
options has several advantages over buying and selling options on the underlying
assets. Futures contracts on Treasury notes and Treasury bonds are exchange-traded
securities and, therefore, are more liquid than are Treasury notes and bonds because
the notes and bonds generally have to be traded through dealers. Similarly, the prices
of futures contracts are readily available to investors on exchanges, while investors
have to collect the prices of Treasury notes and bonds from dealers.

Making the Connection

Vexed by the VIX!
Investors don’t like volatility. The larger the swings in an asset’s price, the greater the risk
an investor takes on. We saw in Chapter 6 that during the financial crisis of 2007–2009,
stock prices became quite volatile, and many individual investors responded by selling
their stock investments and withdrawing from the market. Is it possible to measure the
degree of volatility that investors expect in the future?

One way to construct such a measure is by using the prices of options. In 1993,
Robert E. Whaley, now of Vanderbilt University, noted that prices of options on stock
market indexes—such as the S&P 500—implicitly include a measure of investors’
expectations of future market volatility. The measure of volatility is implicit—rather
than explicit—because an option’s price includes the option’s intrinsic value plus other
factors, including volatility, that affect the likelihood of an investor exercising the
option. Whaley suggested a method to isolate that part of the option’s price that rep-
resents investors’ forecast of volatility.

The Chicago Board Options Exchange (CBOE) constructed the Market Volatility
Index, called the VIX, using the prices of put and call options on the S&P 500 index.
The VIX quickly became the most widely used measure of expected volatility in the
U.S. stock market over the following 30 days. Many people refer to the VIX as the “fear
gauge” because when investors expect volatility in stock prices to increase, they
increase their demand for options, thereby driving up their prices and increasing the
value of the VIX. The graph on the next page shows movements in the VIX from January
2004 through July 2010.

Through the middle of 2007, the VIX generally had a value between 10 and 20,
meaning that investors were expecting that during the next 30 days, the S&P 500 would
rise or fall by 10% to 20% at an annual rate. Then, as the financial crisis began in 2007,
the VIX began to increase, reaching record levels of 80 in October and November 2008,
following the bankruptcy of the Lehman Brothers investment bank. The rise in the VIX
was driven by investors bidding up the prices of options as they attempted to hedge
their stock market investments in the face of expected increases in volatility. The VIX
did not fall back below 20 until December 2009. It rose sharply again in May 2010, as
the market experienced another period of volatility.

In March 2004, the CBOE began trading futures on the VIX, and in February 2006,
it began trading VIX options. An investor who wanted to hedge against an increase in
volatility in the market would buy VIX futures. Similarly, a speculator who wanted to
bet on an increase in market volatility would buy VIX futures. A speculator who wanted
to bet on a decrease in market volatility would sell VIX futures.
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Swaps
Although the standardization of futures and options contracts promotes liquidity,
these contracts cannot be adjusted to meet the specific needs of investors and firms.
This problem spurred the growth of swap contracts, or swaps. A swap is an agreement
between two or more counterparties to exchange—or swap—sets of cash flows over
some future period. In that sense, a swap resembles a futures contract, but as a private
agreement between counterparties, its terms are flexible.

Interest-Rate Swaps
Consider a basic, or “plain vanilla,” interest-rate swap, a contract where the counter-
parties agree to swap interest payments over a specified period of time on a fixed dol-
lar amount, called the notional principal. The notional principal is used as a base for
calculations but is not an amount actually transferred between the counterparties. For
example, suppose that Wells Fargo bank and IBM agree on a swap lasting five years and
based on a notional principal of $10 million. IBM agrees to pay Wells Fargo an inter-
est rate of 6% per year for five years on the $10 million. In return, Wells Fargo agrees
to pay IBM a variable or floating interest rate. With interest-rate swaps, the floating

Interest-rate swap A
contract under which coun-
terparties agree to swap
interest payments over a
specified period on a fixed
dollar amount, called the
notional principal.

Source: Chicago Board Options Exchange.

The VIX index provides a handy tool for gauging how much volatility investors are
anticipating in the market and for hedging against that volatility.

Sources: Robert E. Whaley, “Understanding VIX,” Journal of Portfolio Management,” Vol. 35, Spring
2009, pp. 98–105; Robert E. Whaley, “Derivatives on Market Volatility: Hedging Tools Long Overdue,”
Journal of Derivatives, Vol. 1, Fall 1993, pp. 71–84; and Associated Press, “Wall Street’s Fear Gauge
Sinks to 2-Year Low,” New York Times, March 23, 2010.

Test your understanding by doing related problem 4.14 on page 221 at the end of
this chapter.

2004 2005 2006 2007 2008 2009 2010
0

10

20

30

40

50

60

70

80

90

V
IX

 in
d

ex

Swap An agreement
between two or more
counterparties to exchange
sets of cash flows over
some future period.

7.5

Learning Objective
Define swaps and
explain how they can
be used to reduce risk.



Figure 7.2

Payments in a Swap
Transaction
Wells Fargo bank and IBM agree
on a swap lasting five years and
based on a notional principal of
$10 million. IBM agrees to pay
Wells Fargo an interest rate of 6%
per year for five years on the $10
million. In return, Wells Fargo
agrees to pay IBM a floating
interest rate. In this example, IBM
owes Wells Fargo $600,000
($10,000,000 × 0.06), and Wells
Fargo owes IBM $700,000
($10,000,000 × (0.03 + 0.04)).
Netting the two payments, Wells
Fargo pays $100,000 to IBM.
Generally, parties exchange only
the net payment.•

Swaps 209

Pays (4% � LIBOR) � $10 million
each year for 5 years

Pays (6% � $10 million)
each year for 5 years

Wells Fargo IBM

interest rate is often based on the rate at which international banks lend to each other.
This rate is known as LIBOR, which stands for London Interbank Offered Rate.
Suppose that under the negotiated terms of the swap, the floating interest rate is set at
a rate equal to the LIBOR plus 4%. Figure 7.2 summarizes the payments in the swap
transaction.

If the first payment is based on a LIBOR rate of 3%, IBM owes Wells Fargo
$600,000 (= $10,000,000 × 0.06), and Wells Fargo owes IBM $700,000 (= $10,000,000 ×
(0.03 + 0.04)). Netting the two payments, Wells Fargo pays $100,000 to IBM. Generally,
parties exchange only the net payment.

Why might firms and financial institutions participate in interest-rate swaps? One
motivation is transferring interest-rate risk to parties that are more willing to bear it.
In our example, IBM is exposed to more interest-rate risk after the swap but is willing
to bear the risk in anticipation of a return. On the first payment, IBM receives $100,000
more from Wells Fargo than it pays. Or, perhaps a bank that has a lot of floating-rate
assets, such as adjustable-rate mortgages, might want to engage in an interest-rate
swap with a bank that has a lot of fixed-rate mortgages. Banks and other firms often
have good business reasons for acquiring floating-rate or fixed-rate assets. Swaps allow
them to retain those assets while changing the mix of fixed and floating payments that
they receive. In addition, as already noted, swaps are more flexible than futures or
options because they can be custom-tailored to meet the needs of counterparties.
Swaps also offer more privacy than exchange trading, and swaps are subject to almost
no government regulation. Finally, swaps can be written for long periods, even as long
as 20 years. As a result, they offer longer-term hedging than is possible with financial
futures and options, which typically settle or expire in a year or less.

However, unlike with futures and exchange-traded options, with swaps, counter-
parties must be sure of the creditworthiness of their partners. This problem has led to
the swaps market being dominated by large firms and financial institutions that have
an easier time determining creditworthiness. In addition, swaps, like forward con-
tracts, are not as liquid as futures and options. In fact, swaps are rarely resold.

Currency Swaps and Credit Swaps
In interest-rate swaps, counterparties exchange payments on fixed-rate and floating-
rate debt. In a currency swap, counterparties exchange principal amounts denominated
in different currencies. For example, a French company might have euros and want to
swap them for U.S. dollars. A U.S. company might have U.S. dollars and be willing 
to swap them for euros.

A basic currency swap has three steps. First, the two parties exchange the principal
amount in the two currencies. (Note the difference from the interest-rate swap, in
which the counterparties deal in the same currency and typically exchange only the net
interest amount, not the principal.) Second, the parties exchange periodic interest pay-
ments over the life of the agreement. Third, the parties exchange the principal amount
again at the conclusion of the swap.

Currency swap A contract
in which counterparties
agree to exchange principal
amounts denominated in
different currencies.
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Why might firms and financial institutions participate in currency swaps? One
reason is that firms may have a comparative advantage in borrowing in their domestic
currency. They can then swap the proceeds with a foreign counterparty to obtain for-
eign currency for, say, investment projects. In this way, both parties may be able to bor-
row more cheaply than if they had borrowed directly in the currency they needed.

In a credit swap, interest-rate payments are exchanged, with the intention of reduc-
ing default risk, or credit risk, rather than interest-rate risk, as is the case with basic
interest-rate swaps. For instance, a bank in Montana that makes many loans to firms
that mine copper might engage in a credit swap with a bank in Kansas that makes many
loans to wheat farmers. The Montana bank fears that if copper prices fall, some borrow-
ers in that industry may default on their loans, while the Kansas bank fears that if wheat
prices fall, some borrowers in that industry may default on their loans. The banks can
reduce their risk by swapping payment streams on some of these loans. The alternative
of the Montana bank diversifying its loan portfolio by making fewer loans to miners
while making more loans to farmers may be difficult to carry out because many banks
specialize in making loans to firms with which they have long-term relationships. The
Kansas bank would face similar difficulties in diversifying its portfolio.

Credit Default Swaps
In the mid-1990s, Bankers Trust and the JPMorgan investment bank developed credit
default swaps. The name is somewhat misleading because unlike the swaps we have dis-
cussed so far, credit default swaps are actually a type of insurance. During the financial
crisis of 2007–2009, they were most widely used in conjunction with mortgage-backed
securities and collateralized debt obligations (CDOs), which are similar to mortgage-
backed securities. The issuer of a credit default swap on a mortgage-backed security
receives payments from the buyer in exchange for promising to make payments to the
buyer if the security goes into default. For example, a buyer might purchase a credit
default swap on a mortgage-backed security with a face value of $1,000 in exchange for
paying the seller of the credit default swap $20 per year. If the issuer of the mortgage-
backed security misses scheduled principal or interest payments and the bond defaults,
its value will drop significantly. If the price of the bond drops to $300, the buyer of the
credit default swap will receive $700 from the seller.

By 2005, some investors became convinced that many of the subprime mortgages
included in the mortgage-backed securities and collateralized debt obligations were likely
to default and decided to speculate by buying credit default swaps on these securities.
These investors were speculating, rather than insuring, because most of them did not
own the underlying mortgage-backed securities on which they were buying credit default
swaps. American International Group (AIG), the largest insurance company in the
United States, issued large amounts of credit default swaps on mortgage-backed securi-
ties. In hindsight, AIG charged the buyers relatively small amounts relative to the actual
risk. The volume of credit default swaps AIG issued left the firm vulnerable to a decline
in the U.S. housing market because that would lead to defaults on the mortgages under-
lying the mortgage-backed securities the firm was insuring. AIG appears to have under-
estimated the extent of the risk it was taking on, apparently because it relied on the high
ratings that S&P and Moody’s gave to many of these securities and, like the ratings agen-
cies, its internal models did not account for a nationwide decline in home prices.

By September 2008, the prices of the securities on which AIG had written credit
default swaps appeared to have declined substantially in value. There was some dis-
agreement on this point between AIG and the buyers of the credit default swaps
because by that time, the underlying securities were no longer being actively traded, so
it was difficult to determine their true prices. The buyers insisted that AIG post

Credit default swap A
derivative that requires the
seller to make payments to
the buyer if the price of the
underlying security declines
in value; in effect, a type of
insurance.

Credit swap A contract in
which interest-rate pay-
ments are exchanged, with
the intention of reducing
default risk.
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collateral so that the buyers could offset the counterparty risk that AIG posed and be
sure of collecting the payments they believed they were owed because of price declines
in the underlying securities. Because AIG lacked sufficient collateral, it was pushed to
the brink of bankruptcy. The Treasury and the Federal Reserve decided that if AIG
went bankrupt and defaulted on its obligations, including its obligations to make pay-
ments to holders of credit default swaps, the financial system would be severely dis-
rupted. So, in exchange for the federal government receiving 80% ownership of the
company, the Federal Reserve loaned AIG $85 billion. AIG’s losses increased, however,
and ultimately it received $182 billion in funds from the federal government. In late
2010, it appeared that through sales of subsidiaries to MetLife and Prudential UK and
a rebound in the prices of some of its financial holdings, AIG might be able to eventu-
ally repay all of the funds it received from the federal government.

The volume of credit default swaps from firms other than AIG also increased dur-
ing the 2005–2006 period, even as the housing market began to decline. During the last
months of the housing boom, the number of subprime mortgages being issued began
to fall behind the demand for mortgage-backed securities and CDOs. Some commer-
cial banks, investment banks, and other financial firms decided to place favorable bets
on these securities by selling credit default swaps on them. Their reasoning was that the
prices of the securities would remain high, so the firms would not have to pay anything
to the buyers of the credit default swaps. The firms would earn a profit from the pay-
ments they would receive from the buyers. Unfortunately for these firms, the underly-
ing securities plummeted in value, and the firms were liable for huge payments to the
buyers of the credit default swaps.

A number of people in the financial community, as well as economists and policy-
makers, were concerned about the volume of credit default swaps outstanding. Because
credit default swaps are traded over the counter rather than on exchanges, there are no
reliable statistics on them. Credit default swaps were sold not just on securities but also
on companies. It was very possible that multiple credit default swaps could have been
sold on the same security or company. Therefore, a default on a security or a bankruptcy
of a firm might lead to significant losses for the multiple firms that had sold credit
default swaps on the security or firm. The heavy losses that AIG and other firms and
investors suffered on credit default swaps deepened the financial crisis and led policy-
makers to consider imposing regulations on these derivatives.3

3An interesting and entertaining account of the development of credit default swaps during the financial
crisis appears in Michael Lewis, The Big Short: Inside the Doomsday Machine, New York: W. W. Norton &
Company, 2010. (Note that the book reproduces conversations with investors that involve substantial
amounts of profanity.) An excellent source of information on collateralized debt obligations (CDOs) is
an undergraduate senior thesis written at Harvard: Anna Katherine Barnett-Hart, “The Story of the CDO
Market Meltdown,” Harvard College, March 19, 2009.

Making the Connection

Are Derivatives “Financial Weapons of 
Mass Destruction”?
We have seen that derivatives can play an important role in the financial system, par-
ticularly by facilitating risk sharing. Why then does Warren Buffett consider them to be
“financial weapons of mass destruction”? Note that Buffett is not referring to futures
contracts and exchange-traded options of the types we have focused on in this chapter.
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Instead, he is referring to derivatives that are not traded on exchanges. These deriva-
tives include forward contracts, non-listed option contracts, and credit default swaps.

Buffett has identified three problems with these options:

1. These derivatives are thinly traded—that is, they are not often bought and sold—
which makes them difficult to value. Lack of a market value makes it difficult to eval-
uate the financial health of either the buyers or the sellers. In addition, dealers in
some of these options mark them to market using prices predicted by models rather
than actual market prices, which may not exist. This means that the dealers add
money to the accounts of either the buyers or sellers—whichever benefits from the
price change—and subtract money from the accounts of the other. The side gaining
from the increasing value of its derivatives can count the gain as earnings in its finan-
cial statements. Buffett argues that because the models used to estimate the price
changes may be inaccurate, the increased earnings are likely inaccurate as well.

2. Many of these derivatives are not subject to significant government regulation, so
firms may not put aside reserves to offset potential losses. AIG suffered from this
problem: When the firm had to provide collateral to the buyers of its credit default
swaps, it lacked the funds to do so and needed to borrow from the Federal Reserve
and the Treasury.

3. These derivatives are not traded on exchanges, so they involve substantial counter-
party risk. Recall that with exchange-traded derivatives, the exchange provides
clearinghouse services and stands as the counterparty to both the buyer and the
seller. By acting as counterparty to both sides, the exchange greatly reduces default
risk. During the financial crisis, worries about counterparty risk resulted in trad-
ing on some derivatives markets drying up, as potential buyers worried about
default risk. This was particularly true after Lehman Brothers declared bankruptcy
in October 2008, defaulting on many of its contracts.

Many economists and policymakers share Buffett’s concerns. During 2010,
Congress passed the Dodd-Frank Wall Street Reform and Consumer Protection Act, in
response to the financial crisis. Under the act, many derivatives now must be bought
and sold on exchanges. Economists debated whether the decline in counterparty risk
and the increase in transparency will be worth the loss of flexibility from standardiz-
ing these derivative contracts.

Source: The best source for Warren Buffet’s views on derivatives is the “Chairman’s Letter,” in Berkshire
Hathaway’s Annual Report for the years 2002–2010.

Test your understanding by doing related problems 5.10 and 5.11 on pages 222–223
at the end of this chapter.
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Before moving to the next chapter, read An Inside Look at Policy on the next 
page for a discussion of how the Dodd-Frank bill is likely to affect the market for
derivatives.

Answering the Key Question
Continued from page 189

At the beginning of this chapter, we asked the question:

“Are financial derivatives ‘weapons of financial mass destruction’?”

We have seen that futures and exchange-traded options play an important role in the financial sys-
tem and provide the important service of risk sharing. Warren Buffett has argued that some deriva-
tives that are not exchange traded contributed significantly to the financial crisis. While not all
derivatives are weapons of financial mass destruction, policymakers have enacted new regulations
that are intended to ensure that use of some derivatives does not destabilize the financial system.



Traders Uncertain About Impact 
of New Derivatives Rules
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a

Focus Intensifies
On Adverse Impact
Of Derivatives
Overhaul
NEW YORK (Dow Jones)—As
federal agencies prepare to enact
new financial legislation, passed
Thursday by the Senate,
regulators and derivatives market
practitioners are focusing on
implementation . . .

Chief among the potential
adverse consequences is the impact
to commercial end-users, non-
financial companies who use 
over-the-counter swaps to hedge
business risks and have been grant-
ed an exemption from central
clearing, exchange trading and
margin posting.

Although the new rules explicitly
target banks, whose excess leverage
and proprietary trading activities
exacerbated the financial crisis, their
customers will likely end up paying
more for swaps as banks pass on
some of the new costs . . .

Another adverse consequence
could be opportunities for arbi-
trage between U.S. regulatory agen-
cies or between U.S. and other
international supervisors. Europe
appears to be falling in line with
the U.S. so far but, with the

exception of Japan, Asia has been
relatively quiet on the subject.

Deputy Treasury Secretary Neal
Wolin dismissed these concerns
about regulatory arbitrage . . . how-
ever. “I don’t accept the premise,”
he said. “We are not the only coun-
try looking at derivatives regula-
tion. There will be other activities
worldwide that I think will not
leave opportunities for a differen-
tial between playing fields.” . . .

There is also a need to define
what a major swap participant is,
and key questions that go along
with that, such as what constitutes
a substantial position in outstand-
ing swaps, a substantial counter-
party exposure or a high degree of
leverage.

The definition of what trades
are standardized enough to be eli-
gible for central clearing has not
yet been completely solved. Neither
has the definition of a so-called
swap execution facility, which, if
there is a mandate to trade on a
recognized electronic platform, will
be an important alternative to
trading on exchange. Edward
Rosen, partner at Cleary, Gottlieb,
Steen & Hamilton, said it is still
“very very unclear” what consti-
tutes a swap execution facility and
that the definition “evolved with
almost every new draft” of the bill.

With the so-called push-out pro-
vision, which forces banks to spin off

certain swaps activities, customers
may be forced to trade with several
different counterparties that will not
be as creditworthy as the commer-
cial bank. Customers will therefore
lose out on the benefits of netting
payments between bank affiliates . . .

“We have been working for
months now to scope out what we
would do if the legislation were
enacted, and increasing our
resources in areas related to the
derivatives markets,” said Robert
Cook, director of the division of
trading and markets at the SEC . . .

Gary Gensler, chairman of the
CFTC, said, “We need significantly
more reserves for this. But we have
hired up in the six to seven months
in some key spots.”

The CFTC has identified 30
topic areas for rulemaking, and has
assigned teams to each of those
areas. It has tabled a series of pub-
lic meetings for September, and
invited dealers, investors, exchanges
and clearing houses to provide
their thoughts. One area Gensler
acknowledged . . . that the CFTC
does not have a lot of expertise is
data repositories, where details on
executed trades is stored . . .

Source: Wall Street Journal, from 
“Focus Intensifies on Adverse Impact 
of Derivatives Overhaul” by Kathy 
Burne. Copyright 2010 by Dow Jones &
Company, Inc. Reproduced with permis-
sion of Dow Jones & Company, Inc. via
Copyright Clearance Center.

c

b
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Key Points in the Article
In July 2010, government regulators
and participants in derivatives markets
considered how the implementation of
new financial regulations passed by
Congress would affect them. Although
nonfinancial firms that use over-the-
counter swaps to hedge risks were
given an exemption from central clear-
ing and exchange trading, these firms
could still end up paying more as banks
try to pass on the higher costs they will
incur as a result of the legislation.
Though some fear that the bill could
lead to arbitrage opportunities between
U.S. regulatory agencies or between
U.S. and other international regulators,
a Treasury official stated that this out-
come was unlikely. There was much
uncertainty regarding the legislation.
The bill did not define important terms,
such as “major swap participant,” and
did not specify which trades would be
eligible for central clearing. Subsequent
rulemaking deliberations were sched-
uled to be completed within 360 days.
The Securities and Exchange
Commission and the Commodities
Futures Trading Commission, who were
charged with monitoring derivatives
markets, began hiring new personnel
and preparing to address dozens of
topic areas for rulemaking.

Analyzing the News
Financial reform legislation passed 
by Congress in July 2010 exempts

nonfinancial firms (for example, farm-
ers) from new regulations that require
banks to trade in derivatives through a
central exchange, rather than through
over-the-counter exchanges. But the
new rules for derivatives trading may
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still have a negative impact on nonfi-
nancial firms if banks pass on their
higher costs from the legislation to their
customers. Although the reform bill will
affect other aspects of banking and
finance, the importance of the new
rules on trading in derivatives markets is
borne out by size of the market. The
table above shows that there were over
$614 trillion worth of over-the-counter
derivatives trades outstanding in 
43 countries in December 2009. This
total refers to the nominal, or principal,
value of deals concluded and not yet
settled.

Although a bill was passed and 
signed into law, there are many

unsettled issues that will affect the
derivatives market. For example, the bill
did not define “major swap partici-
pant,” what would constitute “substan-
tial counterparty risk” or a “high degree
of leverage.”

The bill assigns the Commodities 
Futures Trading Commission a key

role in monitoring and regulating deriv-
atives markets. CFTC chairman Gary

Gensler was a strong advocate for
reform and greater transparency in
derivatives trading. The CFTC was
charged with making rules for deriva-
tives trading in 30 different areas, a
product of the complexity of the legisla-
tion which ran to over 2,300 pages.
Deliberations were expected to take
over one year to complete.

THINKING CRITICALLY
1. The article mentions that a possible

negative consequence of the finan-
cial reform bill is “arbitrage between
U.S. regulatory agencies or between
U.S. and other international supervi-
sors.” Explain this concern.

2. Supporters of the new rules regard-
ing derivatives trading believe that
requiring more derivative trading
through formal exchanges will
enhance financial stability and
improve transparency. What would
critics of requiring greater use of
formal exchanges for derivatives
argue?

a

b

Amounts Outstanding in the Over-the-Counter Market 
43 Countries (in billions of US dollars)

December 2009

[Total contracts 614,674

Foreign exchange 49,196
Interest rate 449,793
Equity-linked 6,591
Commodity 2,944
Credit default swaps 32,693
Unallocated 73,456

Source: Bank for International Settlements, www.bis.org

c

www.bis.org
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KEY TERMS AND CONCEPTS
Call option, p. 200
Counterparty risk, p. 192
Credit default swap, p. 210
Credit swap, p. 210
Currency swap, p. 209
Derivative, p. 190
Forward contract, p. 191
Futures contract, p. 192

Hedge, p. 190
Interest-rate swap, p. 208
Long position, p. 193
Margin requirement, p. 199
Marking to market, p. 199
Option, p. 200
Option premium, p. 203
Put option, p. 200

Settlement date, p. 192
Short position, p. 193
Speculate, p. 191
Spot price, p. 192
Strike price (or exercise price), p. 200
Swap, p. 208

CHAPTER SUMMARY AND PROBLEMS

SUMMARY
Derivatives are financial securities that derive their
value from an underlying asset. An important use of
derivatives is to hedge, or reduce risk. Derivatives can
also be used to speculate, or place financial bets on
movements in asset prices. Speculators provide needed
liquidity in derivative markets.

Review Questions

1.1 What are derivatives?

1.2 What is the difference between hedging and
speculating?

1.3 Why might a corn farmer want to hedge against
volatile corn prices?

Problems and Applications

1.4 Would derivatives markets be better off if the
only people buying and selling derivatives con-
tracts were hedgers? Briefly explain.

1.5 In each of the following situations, what risk 
do you face from price fluctuations? What
would have to be true of a derivatives security 
if the security were to help you to hedge this
risk?

a. You are a corn farmer

b. You are a manufacturer of cornbread

c. You are buying Treasury bonds to finance
your child’s future college tuition.

Derivatives, Hedging, and Speculating
Explain what derivatives are and distinguish between using them to hedge 
and using them to speculate.

7.1

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

SUMMARY
Forward contracts typically involve an agreement in
the present to exchange a given amount of a commod-
ity, such as oil, gold, or wheat, or a financial asset, such
as Treasury bills, at a particular date in the future for a
set price. The price at which a commodity or financial
asset can be sold immediately is called the spot price.
The date on which the delivery in a forward contract
must take place is called the settlement date. Because

forward contracts are private agreements between the
parties involved, they are subject to counterparty risk,
which is the risk that one party to the contract will
default and fail to buy or to sell the underlying asset.

Review Questions

2.1 What is a forward transaction? What is a for-
ward contract?

2.2 What is the spot price? What is the settlement date?

Forward Contracts
Define forward contracts.

7.2

www.myeconlab.com
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Visit www.myeconlab.com to complete these exercises online and get instant feedback.

Problems and Applications

2.3 An opinion column in the Wall Street Journal
observes: “Speculators earn a profit by absorbing
risk that others don’t want. Without speculators,
investors would find it difficult to quickly hedge
or sell their positions.” In what sense do specula-
tors earn a profit by absorbing risk? Why would
the absence of speculators make it difficult for
investors to quickly hedge or sell their positions?

Source: Darrell Duffie, “In Defense of Financial
Speculation,” Wall Street Journal, February 24,
2010.

2.4 What is counterparty risk? What counterparty
risk is involved with forward contracts? Why are
investors and firms that enter forward contracts
willing to accept counterparty risk?

SUMMARY
Because futures contracts are standardized according
to the rules of the exchanges they trade on, they 
lack some of the flexibility of forward contracts.
Standardization has the important advantage, how-
ever, of increasing liquidity. A short position in a
futures market involves the promise to sell or deliver
the underlying asset. A long position in a futures
market has the right or obligation to buy or to receive
the underlying asset. Hedging, or reducing risk,
involves taking a short position in the futures market
to offset a long position in the spot market or taking a
long position in the futures market to offset a short
position in the spot market. Speculators attempt to
profit from price gains by taking positions in the
futures market without offsetting positions in the spot
market. To reduce default risk, futures exchanges
require both the buyer and seller to make an initial
deposit called a margin requirement into a margin
account. At the end of each trading day, the exchange
carries out a daily settlement known as marking to
market in which, depending on the closing price of
the contract, funds are transferred from the buyer’s
account to the seller’s account or vice versa.

Review Questions

3.1 What are the key differences between forward
contracts and futures contracts?

3.2 What is the difference between a commodity
future and a financial future? Give two exam-
ples of each.

3.3 What is the difference between the short posi-
tion and the long position in a futures market?

3.4 Give an example of how someone might hedge
using a commodity futures and give an example
of how someone might hedge using a financial
futures.

3.5 What is the difference between hedging and
speculating? Give an example of speculating
using commodity futures and speculating using
financial futures.

3.6 Define the following: margin account, margin
requirement, and marking to market.

Problems and Applications

3.7 Why did futures markets originate in agricul-
tural markets? Would a farmer buy or sell
futures contracts? What would a farmer hope to
gain by doing so? Would General Mills buy or
sell futures contracts in wheat? What would it
hope to gain by doing so?

3.8 According to an article in the Wall Street
Journal, Canadian firms that import goods that
are priced in U.S. dollars “buy futures contracts
that guarantee that they can exchange Canadian
dollars for U.S. [dollars] at fixed prices. . . .” Do
you agree that futures contracts make it possible
to fix the price of the underlying asset?

Source: Phred Dvorak and Andy Georgiades, “Strong
Loonie Sets Off a Retail Tiff,” Wall Street Journal,
May 19, 2010.

3.9 An article in the Wall Street Journal quotes a
participant in the futures market for oil as say-
ing, “We’ve seen less activity of people buying
protection.”

Futures Contracts
Discuss how futures contracts can be used to hedge and to speculate.

7.3

www.myeconlab.com
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a. What is it that people are “buying protec-
tion” from in the futures market for oil?

b. How do people use the futures market for oil
to buy protection?

Source: Brian Baskin, “Spring Oil Rally Seems Less
Likely This Year,” Wall Street Journal, March 9, 2010.

3.10 An article in the Wall Street Journal noted:

While other airlines were struggling to stay
afloat, Southwest Airlines posted quarter
after quarter of positive results as a result of
its extensive hedging program, one of the few
airlines that hedged fuel costs properly.

Briefly explain why Southwest Airlines would
want to hedge fuel costs and how it would do
so. Your answer should include a definition of
hedging.

Source: David Gaffen, “Four at Four: The Stock
Market Turns Into the NBA,” Wall Street Journal,
October 16, 2008.

3.11 An article in the Wall Street Journal discussing
how oil prices tend to rise during the spring
observes, “Hedge funds and other speculative
traders often hitch a ride on a rally that has
become almost an annual tradition.” If you
wanted to use the futures market for oil to spec-
ulate that oil prices were going to increase, how
would you do it?

Source: Brian Baskin, “Spring Oil Rally Seems Less
Likely This Year,” Wall Street Journal, March 9, 2010.

3.12 According to an article in the Wall Street
Journal, during the last quarter of 2008, the
Walt Disney Company “lost money on a fuel
hedge for the company cruise line.” Why would
Disney want to undertake a fuel hedge? How
would the company do this? How would Disney
lose money on a fuel hedge?

Source: Peter Sanders, “Disney’s Net Income Falls
32%,” Wall Street Journal, February 3, 2009.

3.13 Suppose that you are a wheat farmer. Answer
the following questions.

a. It is September, and you intend to have 50,000
bushels of wheat harvested and ready to sell in
November. The current spot market price of
wheat is $2.50 per bushel, and the current
December futures price of wheat is $2.75 per
bushel. Should you buy or sell wheat futures?

If each wheat futures contract is for 5,000
bushels, how many contracts will you buy or
sell, and how much will you spend or receive
in buying or selling futures contracts?

b. It is now November, and you sell 50,000
bushels of wheat at the spot price of $2.60 per
bushel. If the futures price is $2.85 and you
settle your position in the futures market,
what was your gain or loss on your futures
market position? Did you completely hedge
your risk from price fluctuations in the wheat
market? Give a numerical explanation.

3.14 An article in the Wall Street Journal discussing
the nickel market contained the following:

The sharp rise in nickel prices demonstrates
how even a slight shift in demand and supply
can roil tiny commodity markets like those
for nickel, orange juice and cocoa. Nickel is
roughly a $12 billion market, while the
crude-oil market is $280 billion, based on the
open interest on major exchanges.

a. What does the article mean by a market
being “roiled”?

b. Given this information about “tiny commod-
ity markets,” would it be more or less valu-
able for participants in these markets to have
futures contracts available to them than it
would be for participants in larger commodity
markets, such as the market for oil?

c. What does the article mean by “open interest
on major exchanges”? Why would this be a
measure of the size of a market in a com-
modity?

Source: Liam Pleven, “How the Nickel Rally Got Its
Start,” Wall Street Journal, March 26, 2010.

3.15 [Related to the Making the Connection on
page 195] An article in the Wall Street Journal
discussing the fear that some farmers had that
regulation of derivatives would make it harder
for them to hedge risk, described the situation
of a feedlot owner who “uses derivatives to
hedge the price he pays for feed and the price he
gets for steers.” How would this feedlot owner
use futures contracts to hedge these price risks?

Source: Michael M. Phillips, “Finance Overhaul Casts
Long Shadow on the Plains,” Wall Street Journal, July
14, 2010.

Visit www.myeconlab.com to complete these exercises online and get instant feedback.
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Month Last Chg Open High Low Volume OpenInt

Dec ‘12 108’18.5 0’03.5 108’13.0 108’21.0 108’06.5 564,322 2380328

Mar ‘13 108’07.0 0’05.5 108’00.0 108’05.0 107’26.0 4325 118728

Jun ‘13 107’27.0 0’05.5 107’27.0 107’27.0 107’21.5 2 19

Sep ‘13 107’21.5 0’05.5 107’21.5 107’21.5 107’21.5 0 0

Dec ‘13 107’21.5 0’05.5 107’21.5 107’21.5 107’21.5 0 0

3.16 [Related to the Making the Connection on
page 197] Consider the following listing for 
10-year Treasury note futures on the Chicago
Board of Trade. One futures contract for
Treasury notes = $100,000 face value of 10-year
6% notes.

a. If on this day you bought two contracts
expiring in December 2012, how much
would you have paid?

b. What is meant by the “OpenInt” on a futures
contract? What was the OpenInt on the con-
tract expiring in March 2013?

c. If you were a speculator who expected inter-
est rates to fall, would you have bought or
sold these futures contracts? Briefly explain.

d. Suppose you sell the December futures con-
tract, and one day later the Chicago Board of
Trade informs you that it has credited funds
to your margin account. What happened to
interest rates during that day? Briefly explain.

3.17 [Related to Solved Problem 7.3 on page 198]
Suppose that you are an investor who owns
$10,000 in U.S. Treasury notes.

a. Will you be more worried about market
interest rates rising or falling? Briefly explain.

b. How might you hedge against the risk you
identified in part (a)?

3.18 The Chicago Mercantile Exchange offers a
futures contract on the S&P 500:

The size of a CME S&P 500® futures contract
is the contract’s multiplier ($250) times the
current CME S&P 500 futures level. If the
Index level is at 1400, for example, then the
contract is worth: $250 × 1400 = $350,000.

The contract is settled by a cash payment
between the buyer and the seller.

a. What type of investor would find this futures
contract useful in hedging? Briefly explain
how these investors would use it to hedge.

b. What type of investor would find this futures
contract useful in speculating? Briefly explain
how these investors would use it to speculate.

3.19 According to an article in the Economist magazine:

In 1958 American onion farmers, blaming
speculators for the volatility of their crops’
prices, lobbied a congressman from Michigan
named Gerald Ford to ban trading in onion
futures. Supported by the president-to-be,
they got their way. Onion futures have been
prohibited ever since.

Is it likely that banning trading futures con-
tracts in onions reduced the volatility in onion
prices? Are onion farmers as a group better off
because of the ban?

Source: “Over the Counter, Out of Sight,” Economist,
November 12, 2009.

SUMMARY
The buyer of an option has the right to buy or sell the
underlying asset at a set price during a set period of
time. A call option gives the buyer the right to buy the
underlying asset at the strike price (or exercise price) at
any time up to the option’s expiration date. A put option
gives the buyer the right to sell the underlying asset at
the strike price. Options traded on exchanges are called

Options
Distinguish between call options and put options and explain how they are used.

7.4

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

listed options. An investor who expects the price of the
underlying asset to increase expects to earn a profit by
buying a call option. An investor who expects the price
of the underlying asset to decrease expects to earn a
profit by buying a put option. The price of an option is
called an option premium. The option premium con-
sists of the option’s intrinsic value plus the option’s time
value, which captures the effect of other factors, such as

www.myeconlab.com


220 CHAPTER 7 • Derivatives and Derivative Markets

the expected volatility in the price of the option, that
affect the likelihood of the option’s being exercised.
Modern option pricing dates from the development of
the Black-Scholes model in 1973. In hedging risk,
options have the disadvantage over futures of being
more expensive, but they have the advantage that they
do not result in a loss if prices should move in the oppo-
site of the direction being hedged against. Many hedgers
buy options on futures contracts derived from the
underlying asset rather than on the underlying asset.

Review Questions

4.1 Define each of the following:

a. Call option

b. Put option

c. Strike price

d. Expiration date

4.2 How do the rights and obligations of options
buyers and sellers differ from the rights and
obligations of futures buyers and sellers?

4.3 What is an option premium? What is an
option’s intrinsic value? What other factors,
besides intrinsic value, can affect the size of an
option premium?

4.4 What is the Black-Scholes model? Who are the
quants?

4.5 How can investors use options to manage risk?

4.6 Why might someone buy an option on a futures
contract derived from an underlying asset rather
than buy an option on the underlying asset itself?

Problems and Applications

4.7 A video posted to the Wall Street Journal’s Web
site in mid-2010 was titled “Equities May Have
Rallied Too Much, Buy Puts.”

a. What are equities?

b. What does it mean that “equities may have
rallied too much”?

c. If equities have rallied too much, why would
buying puts be a good idea?

Source: Anil Kumar, “Equities May Have Rallied Too
Much, Buy Puts,” wsj.com, July 15, 2010.

4.8 In late April 2010, Apple’s stock was selling for
more than $260 per share. The following
appeared in a column in the Wall Street Journal,

listing potential problems facing Apple that might
cause the price of the firm’s stock to decline:

Some of these are issues that could erupt into
problems quickly. Others, if they do emerge,
would take more time. But if you’re a nerv-
ous Apple investor, what are your alterna-
tives? Sure you could sell some stock and take
your profits. But if you don’t want to get off
this train quite yet, here’s another idea: You
could buy some insurance using “put”
options.

a. How does buying a put option provide insur-
ance against a fall in the price of a stock?

b. Compare the pros and cons of buying a put
option versus selling a stock if you are wor-
ried that the price of the stock might decline.

Source: Brett Arends, “Seven Reasons Apple Share
Holders Should Be Cautious,” Wall Street Journal,
April 23, 2010.

4.9 [Related to the Making the Connection on
page 204 and Solved Problem 7.4 on page 205]
Use the following information on call and put
options for IBM to answer the questions.

IBM Underlying stock price: 90.78

Expiration Strike

Call Put

Last Volume

Open

Interest Last Volume

Open

Interest

Nov 95.00 4.81 4103 3692 9.00 910 3555

Jan 95.00 7.50 464 3328 11.00 140 14624

Apr 95.00 10.30 62 843 14.50 1 1441

Nov 100.00 2.90 10879 3321 11.30 67 6363

Jan 100.00 5.80 161 10996 13.80 32 17021

Apr 100.00 7.90 33 1163 15.20 12 2251

Nov 105.00 1.70 1710 6946 14.30 94 1852

Jan 105.00 3.80 326 7429 16.90 17 11530

Apr 105.00 5.80 11 964 17.80 25 1484

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

a. What is the intrinsic value of the call option
that expires in April and has a $95 strike price?

b. What is the intrinsic value of the put option
that expires in January and has a $105 strike
price?

c. Briefly explain why a call with a $105 strike
price sells for less than a call with a $95 strike

www.myeconlab.com


price (for all expiration dates) while a put with
a $105 strike price sells for more than a put
with a $95 strike price (for all expiration dates).

d. Suppose you buy the January call with a
strike price of $105. If you exercise it when
the price of IBM is $130, what will be your
profit or loss?

e. Suppose you buy the April put at the price
listed and the price of IBM stock remains at
$90.78. What will be your profit or loss?

4.10 An article in a financial publication observes:
“The higher the expected volatility in stock
prices, the higher the prices of put and call
options will be.” Briefly explain the reasoning
behind this observation.

4.11 An article in the Wall Street Journal contains the
following:

Options traders were quick to take positions
in retail companies Friday. . . . Target Corp.
was among the active names in the sector,
with investors picking up 68,000 calls . . . and
27,000 puts. . . . Options traders appeared to
be taking a bullish approach to Target. . . .

What does a “bullish approach” mean? Why
does the data on options purchases indicate that
traders were taking a bullish approach?

Source: Tennille Tracy, “Retail Report Puts Target in
Sights,” Wall Street Journal, February 3, 2009.

4.12 The following appeared in an article in the Wall
Street Journal:

Credit Suisse Group equity-derivatives strate-
gist Sveinn Palsson suggests a “strangle” in

the company’s options. The strategy involves
selling a call and a put, above and below the
current share price... . In the case of
Abercrombie & Fitch, Palsson recommends
selling the August $85 calls and the August
$65 puts, and collecting the combined pre-
mium of $5.30.

At the time that this article was published,
Abercrombie & Fitch’s stock was selling at a
price of $71.70. What must the Credit Suisse
strategist have been expecting would happen to
Abercrombie & Fitch’s stock for this strangle
strategy to be profitable?

Source: Tennille Tracy, “Traders Expect Weak
Economy to Wear Down Teen Clothiers,” Wall Street
Journal, April 24, 2008, p. C5.

4.13 Suppose that the Dow Jones Industrial Average
is above the 10,000 level. If the Dow were to fall
to 6,000, who would gain the most: investors
who had bought call options, investors who had
sold call options, investors who had bought put
options, or investors who had sold put options?
Who would be hurt the most?

4.14 [Related to the Making the Connection on
page 207] The CBOE Web site quotes the CEO
of an investment advisory firm as saying: “The
VIX Index is an important and popular tool for
measuring investor sentiment. . . .” Briefly
explain in what sense the VIX is a measure of
investor sentiment.

Source: www.cboe.com/micro/vix/introduction.aspx.
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SUMMARY
A swap is an agreement between two or more counter-
parties to exchange sets of cash flows over some future
period. A swap resembles a futures contract,
but is a private agreement between counterparties and
has flexible terms. With an interest-rate swap, the
counterparties agree to swap interest payments on a
fixed dollar amount, called the notional principal. Often
counterparties will swap a fixed-interest-rate payment

Swaps
Define swaps and explain how they can be used to reduce risk.

7.5

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

stream for a flexible-interest-rate payment stream. In a
currency swap, counterparties exchange principal
amounts denominated in different currencies. In a
credit swap, interest-rate payments are swapped with
the intention of reducing default risk, or credit risk,
rather than interest-rate risk, as with basic interest-rate
swaps. Credit default swaps are misleadingly named
because they are actually a form of insurance rather
than a swap. The issuer of a credit default swap on a

www.cboe.com/micro/vix/introduction.aspx
www.myeconlab.com
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bond receives payments from the buyer in exchange for
promising to make payments to the buyer should the
security go into default. Credit default swaps were heav-
ily involved in the financial crisis as some firms—most
notably, American International Group (AIG)—issued
credit default swaps against mortgage-backed securities
without having sufficient reserves to offset the losses
incurred when the housing bubble burst.

Review Questions

5.1 What is a swap? In what ways is it different
from a futures contract?

5.2 What is an interest-rate swap? What purpose
does it serve?

5.3 What is a currency swap?

5.4 What is a credit swap? In what ways is it differ-
ent from an interest-rate swap?

5.5 What is a credit default swap? What difficulties
did credit default swaps cause during the finan-
cial crisis?

Problems and Applications

5.6 Suppose that you manage a bank that has made
many loans at a fixed interest rate. You are 
worried that inflation might rise and the value
of the loans will decline.

a. Why would an increase in inflation cause the
value of your fixed-rate loans to decline?

b. How might you use swaps to reduce your risk?

5.7 In July 2010, an article on Bloomberg.com
noted: “The cost of protecting European corpo-
rate bonds from default fell, according to
traders of credit-default swaps.” Given this
statement, what happened to the price of credit
default swaps? What happened to the price of
corporate bonds in Europe?

Source: Michael Shanahan, “Corporate Bond Risk
Falls in Europe, Credit Default Swaps Show,”
Bloomberg.com, July 9, 2010.

5.8 In 2010, there were several proposals to regulate
the use of credit default swaps (CDS) by specu-
lators. An opinion column by Darrell Duffie of
Stanford in the Wall Street Journal argued that:

Speculators also provide us with information
about the fundamental values of investments.
When the fundamentals appear favorable,

they buy. Otherwise, they sell. If their fore-
casts are correct, they profit. This causes
prices to more accurately forecast an invest-
ment’s value, spreading useful information.
For example, the clearest evidence that
Greece has a serious debt problem was the
run-up of the price for buying CDS protec-
tion against the country’s default.

a. What are CDS?

b. What does it mean to say that there was a
“run-up of the price for buying CDS protec-
tion against [Greece’s] default”?

c. How does the run-up in price referred to in
b. provide useful information to investors?

Source: Darrell Duffie, “In Defense of Financial
Speculation,” Wall Street Journal, February 24, 2010.

5.9 [Related to the Chapter Opener on page 189]
An article in the Wall Street Journal on proposals
to change the regulations governing the trading
of financial derivatives contained the following:

The SEC and the Commodity Futures
Trading Commission are both seeking greater
authority to police the over-the-counter mar-
ket and hope new powers can help them
reduce the risks that over-the counter trading
may pose to the broader system.

a. What is the “over-the-counter market” for
derivatives?

b. What does the article mean by “broader
system”?

c. How might over-the-counter trading of
derivatives result in risks to the broader 
system?

Source: Sarah N. Lynch, “Use of Derivatives by Funds
Examined,” Wall Street Journal, March 26, 2010.

5.10 [Related to the Making the Connection on
page 211] In one of his annual letters to share-
holders of Berkshire Hathaway, Warren Buffett
wrote that trading derivatives has much more
counterparty risk than does trading stocks or
bonds because “a normal stock trade is com-
pleted in a few days with one party getting its
cash, the other its securities. Counterparty risk
therefore quickly disappears. . . .”

a. What is counterparty risk?

Visit www.myeconlab.com to complete these exercises online and get instant feedback.
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D7.1: Go to finance.yahoo.com and enter the name of
your favorite stock (Apple, Microsoft, Google, or
whatever) in the Get Quotes box at the top left of
the screen. As you enter the stock name, notice
the stock ticker symbols and click on the symbol
for your chosen stock. Select the Options tab on
the left side of the screen. Notice how Yahoo!
highlights the options that are in the money.
Answer the following questions for this stock.

a. What is the difference in price between the
call and put options for this month, next
month, and this month next year?

b. Why do options prices rise the further out
the expiration date is?

c. Of the call and put options that expire the
soonest, which options have the highest vol-
ume? Can you use the data on volume to
determine anything about the direction that
investors expect the price of the stock to go?
Briefly explain.

D7.2: Go to finance.yahoo.com and in the “Get
Quotes” box at the top left of the screen, type in
VIX to get the volatility index for the S&P 500.
Go to historical prices and graph the past five
years of the index. How has volatility changed
over the five-year period? When was the VIX at
its highest point? When was it at its lowest
point?

DATA EXERCISES

b. Why is counterparty risk greater for trading
in derivatives than for trading in stocks and
bonds?

Source: Warren Buffett, “Chairman’s Letter,” Berkshire
Hathaway Inc. 2008 Annual Report, February 27, 2009.

5.11 [Related to the Making the Connection on
page 211] In one of his annual letters to share-
holders of Berkshire Hathaway, Warren Buffett
wrote that “even experienced investors and

analysts encounter major problems in analyzing
the financial condition of firms that are heavily
involved with derivatives contracts.” Why might
it be difficult for investors to analyze the finan-
cial condition of firms that are buying and sell-
ing large numbers of derivatives? Does it matter
what type of derivatives the firms are buying
and selling?

Visit www.myeconlab.com to complete these exercises online and get instant feedback.
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C H A P T E R 8
The Market for Foreign Exchange

LEARNING OBJECTIVES
After studying this chapter, you should be able to:

8.1 Explain the difference between nominal and
real exchange rates (pages 225–228)

8.2 Explain how markets for foreign exchange
operate (pages 228–232)

8.3 Explain how exchange rates are determined
in the long run (pages 232–236)

8.4 Use a demand and supply model to explain
how exchange rates are determined in the
short run (pages 236–243)

WHY WOULD THE U.S. FEDERAL RESERVE LEND DOLLARS TO 
FOREIGN CENTRAL BANKS?

During the financial crisis of 2007–2009, the Federal
Reserve took unprecedented policy steps. One of the
most surprising of these steps was establishing dollar
liquidity swap lines with foreign central banks in 
December 2007. The dollar swap lines allowed the Fed to
provide foreign central banks with dollars in exchange
for an equivalent amount of foreign currency. The Fed

and foreign central banks believed these swap lines
were necessary because in the modern globalized finan-
cial system, many banks outside the United States had
made significant investments in dollar-denominated
assets. The foreign central banks could use the dollars
they obtained from the Fed through the swap lines to
make dollar loans to banks in their countries.

Key Issue and Question

At the end of Chapter 1, we noted that the financial crisis that began in 2007 raised a series of 
important questions about the financial system. In answering these questions, we will discuss
essential aspects of the financial system. Here are the key issue and key question for this chapter:

Issue: During the 2007–2009 financial crisis, exchange rates proved to be particularly volatile, and
the Federal Reserve and other central banks took coordinated policy actions to help stabilize the 
international financial system.

Question: Why did the value of the U.S. dollar soar during the height of the financial crisis?

Answered on page 243

224

Continued on next page 
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Nominal exchange rate
The price of one currency in
terms of another currency;
also called the exchange
rate.

In this chapter, we explain how exchange rates are determined and why they change
over time. Exchange rates experience short-run fluctuations around long-run trends.
Understanding these changes will show why economic developments in the United
States, including movements in U.S. interest rates, can cause turmoil in international
financial markets. Understanding the determinants of exchange rates also provides the
context for understanding developments such as the Fed’s setting up dollar swap lines.

Exchange Rates and Trade
Today, markets for many goods, services, and financial assets are global. For example, both
exports and imports have grown tremendously. In 2010, foreign consumers, firms, and
governments purchased about 12% of the goods and services produced in the United
States, while almost 15% of goods and services consumed in the United States were pro-
duced abroad. These percentages are more than twice what they were in the 1960s. When
individuals or firms in the United States import or export goods or make investments in
other countries, they need to convert dollars into foreign currencies. The nominal exchange
rate is the price of one country’s currency in terms of another country’s currency. For ex-
ample, in September 2010, 1 U.S. dollar could buy 85 Japanese yen or 13 Mexican pesos.
The nominal exchange rate is usually referred to simply as the exchange rate.

Fluctuations in the exchange rate between the dollar and foreign currencies affect
the prices that U.S. consumers pay for foreign imports. For instance, suppose that a Sony
PlayStation 3 video game console has a price of ¥30,000 in Tokyo and the exchange rate
between the U.S. dollar and the yen is ¥100 = $1. Then, the dollar price of the PlaySta-
tion is $300 (= ¥30,000/(100 yen/$)). If the exchange rate changes to ¥90 = $1, the dol-
lar price of the PlayStation rises to $333.33 (= ¥30,000/(90 yen/$)), even though the yen
price of the PlayStation in Tokyo stays the same. In this case, the yen has gained in value
against the dollar because it takes fewer yen to buy a dollar.

An increase in value of one country’s currency in exchange for another country’s cur-
rency is called an appreciation. When the yen appreciates against the dollar, it becomes
more difficult for Japanese firms to sell goods and services in the United States. By the
same token, an appreciation of the yen against the dollar makes it easier for U.S. firms to
sell goods and services in Japan. For instance, at an exchange rate of ¥100 = $1, a Her-
shey’s candy bar that has a price of $1 in Philadelphia has a yen price of ¥100. But if the

Appreciation An increase
in the value of a currency in
exchange for another cur-
rency.

The dollar swap lines illustrate how intercon-
nected the world financial system has become. Long
gone are the days when the Federal Reserve could
largely ignore how its policies affected the economies
of other countries and ignore how financial and eco-
nomic developments in other countries affected the
U.S. economy. Despite the economic recession that
began in December 2007, both imports and exports of
goods and services as a fraction of U.S. GDP have
reached record levels. Foreign investors are buying an
increasing share of U.S. Treasury securities, and many
U.S. investors are intent on diversifying their invest-
ment portfolios by buying foreign stocks and bonds.

To buy goods, physical assets, or financial assets in
other countries, people must first exchange curren-
cies. When Apple buys components for the iPad from

foreign suppliers, it must exchange U.S. dollars for
foreign currency. A similar transaction takes place
when the managers of Vanguard’s European Stock
Index mutual fund buy shares of Nestlé, the Swiss
company famous for its chocolate. The dollars that
Vanguard has on deposit at a U.S. bank must be con-
verted to bank deposits in Swiss francs. The exchange
rate measures how much one currency is worth in
terms of another currency. Because of the increased
volume of purchases of all types across countries,
fluctuations in exchange rates have become an impor-
tant concern of policymakers at the world’s central
banks.

AN INSIDE LOOK AT POLICY on page 244 dis-
cusses the impact of the European debt crisis of 2010
on the demand for the U.S. dollar.

8.1

Learning Objective
Explain the difference
between nominal and
real exchange rates.
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Depreciation A decrease
in the value of a currency in
exchange for another
currency.

yen appreciates to ¥90 = $1, the candy bar has a yen price of only ¥90. Note that to say that
the yen has experienced an appreciation against the dollar is the same thing as saying that
the dollar has experienced a depreciation—or decrease in value—against the yen.

Making the Connection

What’s the Most Important Factor 
in Determining Sony’s Profits?
Sony produces consumer electronics products, including game consoles, televisions,
and Blu-ray disc players. In the long run, Sony’s profitability depends on its ability to de-
velop innovative new products, produce them at a low cost, and market them well to
consumers. Sony has had many successes, as well as some missteps, such as its failure to
realize that Apple’s introduction of the iPod in 2001 would lead to a sharp decline in sales
for Sony’s once hugely popular Walkman portable CD player. In 2010, Sony was count-
ing on the success of its new 3-D televisions to make it the market leader in sales by
2013, when it expected 50% of all televisions manufactured to be 3-D compatible.

But what about in the short run, which is a period too brief for Sony to change its
product line, build or close factories, or significantly expand or contract its workforce?
In the short run, Sony’s profits depend on the prices it charges relative to the prices its
competitors charge for comparable products. But Sony lacks complete control over its
prices because, although the company is based in Japan, it sells about 75% of its goods
outside of Japan. Fluctuations in the exchange rate between the yen and foreign curren-
cies will affect the foreign currency prices of Sony’s products. For instance, a rise in the
value of the yen against the U.S. dollar raises the dollar price of the PlayStation 3, as well
as Sony’s Blu-ray players and televisions. Sony can, and sometimes does, hold constant
the dollar price of its products in the United States, despite an increase in the value of the
yen. For instance, the company held the retail price of the PlayStation 3 to around $299,
despite increases in the value of the yen during most of 2009 and early 2010, but the re-
sult was a decline in the profitability of the product. Sony’s profits on the PlayStation 3
declined because it received fewer yen in exchange for the $299 U.S. price, while the cost
of producing the product in Japan—costs payable in yen—remained unchanged.

Sony estimates that an appreciation of the yen from ¥95 = $1 to ¥85 = $1 reduces
the firm’s profits by about ¥10 billion. Other Japanese firms are even more vulnerable
to an appreciation of the yen. For instance, even though Toyota assembles in the United
States many of the cars it sells here, it still exports enough Japanese-made cars and parts
that its profits decline by ¥25 billion for every ¥1 increase in the value of the yen against
the dollar. Toyota reported a loss of about ¥20 billion for the year ending March 31,
2010. The company would have earned a profit rather than a loss if it had taken on av-
erage just one more yen to buy a dollar during that year.

Not surprisingly, Sony CEO Howard Stringer and the top managers of other Japan-
ese firms continue to explore ways of cushioning the impact of fluctuations in the value
of the yen on the profitability of their firms.

Sources: Alex Frangos and Yoshio Takahashi, “Yen Heads Lower, at Last,” Wall Street Journal, April 1,
2010; Daisuke Wakabayashi, “Sony Pins Future on a 3-D Revival,” Wall Street Journal, January 7, 2010;
and Daisuke Wakabayashi and Yuzo Yamaguchi, “Sony CEO Calls for More Streamlining,” Wall Street
Journal, December 4, 2009.

Test your understanding by doing related problems 1.8 and 1.9 on page 246 at the
end of this chapter.
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U.S.
Dollar Euro Pound

Swiss
Franc Peso Yen

Canadian
Dollar

Canada
Japan
Mexico
Switzerland
U.K.
Euro
U.S.

1.0547
86.670
12.917
1.0516
0.6536
0.7736

....

1.3635
112.04
16.697
1.3594
0.8449

....
1.2927

1.6138
132.61
19.762
1.6090

1.1836
....

1.5300

1.0030
82.415
12.282

0.6215
0.7356

....

0.9509

0.0817
6.7100

0.0814
0.0506
0.0599

....

0.0774

0.0122

0.1490
0.0121
0.0075
0.0089

....

0.0115

82.172
12.246
0.9971
0.6197
0.7334

....

0.9481

Figure 8.1

Foreign-Exchange
Cross Rates
Foreign-exchange rates can be ex-
pressed as either U.S. dollars per
unit of foreign currency or as
units of foreign currency per U.S.
dollar. Reading across the rows,
we have the direct quotations,
while reading down the columns,
we have the indirect quotations.
For example, the second entry in
the U.S. row shows that the ex-
change rate on this day was
$1.2927 per euro ( ). The last
entry in the U.S. Dollar column
shows that the exchange rate can
also be expressed as 0.7736 per
dollar.

Source: “Key Cross Currency
Rates,” Wall Street Journal, July 16,
2010.•

:

:

Is It Dollars per Yen or Yen per Dollar?
Notice that there are two ways to express every exchange rate: (1) as units of foreign
currency per unit of domestic currency or (2) as units of domestic currency per unit of
foreign currency. For example, we can express the exchange rate between the U.S. dol-
lar and the Japanese yen as ¥100 = $1 or as $0.01 = ¥1. The two expressions are mathe-
matically equivalent, with one being the reciprocal of the other. Professional currency
traders at banks and other financial institutions typically price, or “quote,” exchange
rates as units of domestic currency per unit of foreign currency, and these quotations
are referred to as direct quotations. Indirect quotations express exchange rates as units of
foreign currency per unit of domestic currency.

In practice, there are certain conventions in reporting exchange rates in the financial
news that are a mixture of direct and indirect quotations. For instance, the exchange rate
between the U.S. dollar and the Japanese yen is almost always reported as yen per dollar,
while the exchange rate between the euro and the dollar is reported as dollars per euro
and the exchange rate between the British pound and the dollar is reported as dollars per
pound. Many financial news outlets provide tables of currency “cross rates,” such as the one
shown in Figure 8.1 , which provides both direct and indirect quotations for a day in July
2010. Reading across the rows, we have the direct quotations, while reading down the
columns, we have the indirect quotations. For instance, the second entry in the U.S. row
shows that the exchange rate on this day was $1.2927 per euro ( ), which is the common
currency of most of the countries of Western Europe. The last entry in the U.S. Dollar col-
umn shows that the exchange rate can also be expressed as 0.7736 per dollar.

Figure 8.2 shows fluctuations since 2000 in the exchange rates between the U.S. dol-
lar and the yen, the Canadian dollar, and the euro. For consistency, in each case on the

:

:

(a) U.S. dollar-yen exchange rate
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(b) U.S. dollar-Canadian dollar exchange rate
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(c) U.S. dollar-euro exchange rate
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Figure 8.2 Fluctuations in Exchange Rates, 2000–2010

increase in the exchange rate represents a depreciation of the dollar and an
appreciation of the other currency.

Source: Federal Reserve Bank of St. Louis.•
The panels show fluctuations in the exchange rates between the United States
dollar and the yen, the Canadian dollar, and the euro. Because we are measuring
the exchange rate on the vertical axis as dollars per unit of foreign currency, an
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vertical axis we show the number of U.S. dollars necessary to buy one unit of the for-
eign currency. In showing the graphs this way, an increase in the exchange rate repre-
sents a depreciation of the dollar and an appreciation of the other currency. Each of the
three graphs shows a roughly similar pattern: a depreciation of the U.S. dollar through
the early stages of the financial crisis in 2008, followed by a relatively short period of ap-
preciation, and then a return to depreciation during the second half of 2009 and early
2010. The U.S. dollar appreciated against the euro in early 2010, as several European
countries, including Greece, Spain, Portugal, and Ireland, experienced severe financial
problems that made it possible that they might abandon the common euro currency.
Later in this chapter, we investigate the factors that lead to fluctuations in exchange rates.

Nominal Exchange Rates Versus Real Exchange Rates
Nominal exchange rates tell you how many yen or euros or Canadian dollars you will
receive in exchange for a U.S. dollar, but they do not tell you how much of another coun-
try’s goods and services you can buy with a U.S. dollar. When we are interested in the rel-
ative purchasing power of two countries’ currencies, we use the real exchange rate, which
measures the rate at which goods and services in one country can be exchanged for goods
and services in another country. For simplicity, let’s consider one particular product: the
McDonald’s Big Mac. Suppose we want to know the relative ability of U.S. dollars and
euros to purchase Big Macs. Let’s assume that a Big Mac in New York has a price of $4.50,
a Big Mac in London has a price of £5.00, and the nominal exchange rate between the dol-
lar and the pound is $1.25 = £1. We can convert the pound price of the London Big Mac
into a dollar price by multiplying by the exchange rate: £5.00 * $1.25/£ = $6.25. So, a
dollar would be able to buy only $4.50/$6.25 = 0.72 Big Macs in London.

We can summarize the calculation we just did to get the real exchange rate between
the dollar and the pound in terms of Big Macs:

Of course, we don’t have much interest in the real exchange rate in terms of a sin-
gle product. But we can take the same approach to determine the real exchange rate be-
tween two currencies by substituting a consumer price index for each country in place
of the price of the particular product. Recall that a consumer price index represents an
average of the prices of all the goods and services purchased by a typical consumer and
represents the price level in the country. Making this substitution gives us the following
expression for the real exchange rate in terms of the nominal exchange rate and the
price levels in each country:

Foreign-Exchange Markets
From the perspective of an individual consumer or investor, exchange rates can be used
to convert one currency into another. If you go abroad, you have to convert U.S. dollars
into Canadian dollars, Japanese yen, euros, British pounds, or other currencies. If the
dollar rises in value relative to these currencies, you can buy more of other currencies

U.S. consumer price index

British price index * Dollars per pound exchange rate (nominal exchange rate)
.

Real exchange rate between the dollar and the pound =

(nominal exchange rate)

Dollar price of Big Macs in New York

Pound price of Big Macs in London * Dollars per pound exchange rate
.

Real Big Mac  exchange rate =

Real exchange rate The
rate at which goods and
services in one country can
be exchanged for goods
and services in another
country.

8.2

Learning Objective
Explain how markets
for foreign exchange
operate.
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during your travels, enabling you to enjoy a more expensive meal or bring back more
souvenirs. Likewise, if you want to buy foreign stocks or bonds, you must convert U.S.
dollars into the appropriate currency. Again, if the dollar appreciates, you can buy more
Japanese, Canadian, or German stocks or bonds.

As with other prices, exchange rates are determined by the forces of demand and
supply. Currencies are traded in foreign-exchange markets around the world. Traders
in large commercial banks in North America, Europe, and Asia carry out the majority
of the buying and selling of foreign exchange. Like the NASDAQ stock market, the 
foreign-exchange market is an over-the-counter market consisting of dealers linked to-
gether by computers, rather than a physical place. The large commercial banks are called
market makers because they are willing to buy and sell the major currencies at any time.
Rather than enter the foreign-exchange market directly, most smaller banks and corpo-
rations pay a fee to a large commercial bank to carry out their foreign-exchange trans-
actions. Typically, traders are buying and selling bank deposits denominated in
currencies—rather than the currencies themselves. For instance, a currency trader at
Bank of America may exchange euros for yen by trading euros held in an account owned
by Bank of America in a Paris bank for yen held in an account owned by Deutsche Bank
in a bank in Tokyo. Most foreign-exchange trading takes place among commercial banks
located in London, New York, and Tokyo, with secondary centers in Hong Kong, Singa-
pore, and Zurich.

With daily trading in the trillions of dollars, the foreign-exchange market is one of
the largest financial markets in the world. In addition to commercial banks, major par-
ticipants in the foreign-exchange market include investment portfolio managers and
central banks, such as the Federal Reserve. They trade currencies such as the U.S. dol-
lar, yen, pound, and euro around the clock. The busiest trading time is in the morning,
U.S. east coast time, when the London and New York financial markets are both open
for trading. But trading is always taking place somewhere. A currency trader in New
York might receive a call in the middle of the night with news that leads her to buy or
sell dollars or other currencies.

Forward and Futures Contracts in Foreign Exchange
We saw in Chapter 7 that derivatives play an important role in the financial system.
There are very active forward and futures foreign-exchange markets. In the foreign-ex-
change market, spot market transactions involve an exchange of currencies or bank de-
posits immediately (subject to a two-day settlement period) at the current exchange
rate. In forward transactions, traders agree today to a forward contract to exchange cur-
rencies or bank deposits at a specific future date at an exchange rate known as the
forward rate. Futures contracts in foreign exchange also exist. Futures contracts differ
from forward contracts in several ways. While forward contracts are private agreements
among traders to exchange any amount of currency on any future date, futures con-
tracts are traded on exchanges, such as the Chicago Board of Trade (CBOT), and are
standardized with respect to the quantity of currency being exchanged and the settlement
date on which the exchange will take place. With forward contracts, the exchange rate
is fixed at the time the contract is agreed to, while with futures contracts, the exchange
rate changes continually as contracts are bought and sold on the exchange.

Counterparty risk refers to the risk that one party to the contract will default and fail
to buy or sell the underlying asset. Counterparty risk is lower with futures contracts than
with forward contracts because the exchange—rather than the buyers and sellers—stands
as the counterparty on each trade. For instance, someone buying a futures contract on the
CBOT has the CBOT as a counterparty, which reduces default risk. For many financial
assets, the reduction in counterparty risk means more trading takes place in futures con-
tracts than in forward contracts. This is not true with foreign exchange, however, because

Foreign-exchange
market An over-the-
counter market where 
international currencies are
traded.
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the bulk of the trading takes place among large banks whose traders ordinarily are confi-
dent that their trading partners will not default on forward contracts. Because banks prize
the flexibility of forward contracts, the amount of trading in forward contracts in foreign
exchange is at least 10 times greater than the amount of trading in futures contracts.

In Chapter 7, we also discussed options contracts. A call option gives the buyer the
right to purchase the underlying asset at a set price, called the strike price, at any time
until the option’s expiration date. A put option gives the buyer the right to sell the un-
derlying asset at the strike price. Call and put options are available on foreign exchange.

Exchange-Rate Risk, Hedging, and Speculating
Exchange-rate risk is the risk that a firm will suffer losses because of fluctuations in ex-
change rates. A U.S. firm is subject to exchange-rate risk when it sells goods and services
in a foreign country. For example, Smucker’s, headquartered in Orville, Ohio, is a maker
of jams, jellies, and other food products. Suppose Smucker’s sells $300,000 worth of jams
and jellies to a supermarket chain in England at a time when the exchange rate is 
$1.50 = £1. Smucker’s agrees to ship the jams and jellies today, but—as is often the case—
the English firm has 90 days to pay Smucker’s the funds. Smucker’s agrees that the Eng-
lish firm can pay in pounds, so Smucker’s will receive a payment of £200,000 
(= $300,000/$1.50/£) in 90 days. Smucker’s is exposed to exchange-rate risk because if the
pound falls in value relative to the dollar before the English supermarket chain makes its
payment, Smucker’s will receive less than $300,000. For instance, if in 90 days the ex-
change rate is $1.25 = £1, then Smucker’s will be able to exchange the £200,000 it receives
for only $250,000 (= £200,000 * $1.25/£).

Smucker’s can hedge, or reduce, the exchange-rate risk it faces by entering into a
forward contract—or, more likely, having its bank carry out the forward transaction for
a fee. With a forward contract, Smucker’s would agree today to sell the £200,000 it will
receive in 90 days for dollars at the current forward rate. If the current forward rate is
the same as the spot rate of $1.50 = £1, then Smucker’s will have completely hedged its
risk, at the cost of the fee its bank charges. The forward rate will reflect what traders in
the forward market expect the spot exchange rate between the dollar and pound to be
in 90 days, so it may not equal the current spot rate. Typically, though, the current spot
rate and the 90-day forward rate are close together, allowing Smucker’s to hedge most
of the exchange-rate risk it faces.

Smucker’s is hedging against the risk that the value of the pound will fall against the
dollar. Suppose that Burberry, a British clothing manufacturer, sells £2 million of men’s
coats to Macy’s, the U.S. department store chain. The current exchange rate is $1.50 =
£1, and Burberry agrees to accept payment of $3.5 million (= £2 million * $1.50/£) in
90 days. Burberry is exposed to the risk that over the next 90 days the value of the pound
will rise relative to the dollar, which would decrease the number of pounds it would re-
ceive in exchange for the $3.5 million payment it will receive from Macy’s in 90 days. To
hedge against this risk, Burberry can agree to buy pounds today at the current forward
rate. Note that this is the opposite of the strategy Smucker’s used: To hedge against a fall
in the value of the pound, Smucker’s sells pounds in the forward market; to hedge against
a rise in the value of the pound, Burberry buys pounds in the forward market.

A hedger uses derivatives markets to reduce risk, while a speculator uses derivatives
markets to place a bet on the future value of a currency. For example, if an investor be-
comes convinced that the future value of the euro will be lower than other people in the
foreign-exchange market currently believe, the investor can sell euros in the forward
market. If the value of euros does, in fact, fall, then the spot price of the euro in the fu-
ture will be lower, which will allow the investor to fulfill the forward contract at a profit.
Similarly, an investor who believes that the future value of the euro will be higher than

Exchange-rate risk The
risk that a firm will suffer
losses because of fluctua-
tions in exchange rates.
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other people in the foreign-exchange market currently believe can make a profit by buy-
ing euros in the forward market. Of course, in either case, if the value of the euro moves
in the opposite direction to the one expected by the investor, he will suffer losses on his
forward position.

Firms and investors can also use options contracts to hedge or to speculate. For ex-
ample, a firm concerned that the value of a currency will fall more than expected—such
as Smucker’s, in our previous example—could hedge against this risk by buying put op-
tions on the currency. That way, if the value of the currency falls below the strike price,
the firm could exercise the option and sell at the (above-market) strike price. Similarly,
a firm concerned that the value of a currency will rise more than expected—such as
Burberry, in our previous example—could hedge against this risk by buying call op-
tions on the currency. If the value of the currency rose above the strike price, the firm
could exercise the option and buy at the (below-market) strike price.

Options contracts have the advantage to hedgers that if the price moves in the op-
posite direction to the one being hedged against, the hedger can decline to exercise the
option and instead can gain from the favorable price movement. For instance, suppose
that Smucker’s had purchased put options on the pound rather than selling pounds in
the forward market. Smucker’s would still have been protected against a fall in the value
of the pound because it could exercise its put options, thereby selling pounds at an above-
market price. But if the pound rises in value, Smucker’s can allow the put options to ex-
pire without exercising them and profit from the additional dollars it receives when it
exchanges the £200,000 from the English supermarket chain in 90 days. Although options
appear to have an advantage over forward contracts in this respect, options prices (pre-
miums) are higher than the fees incurred with forward contracts.

A speculator who believed that the value of a currency was likely to rise more than
expected would buy calls, while a speculator who believed that the value of a currency
was likely to fall more than expected would buy puts. If the value of the currency moves
in the opposite direction to the one the speculator hopes, the speculator with an op-
tions contract doesn’t have to exercise the option. So, the advantage of an options con-
tract is that a speculator’s losses are limited to whatever he or she paid for the option.
But once again, the disadvantage of speculating with options contracts is that their prices
are higher than are the prices of forward contracts.

Making the Connection

Can Speculators Drive Down the Value of a Currency?
In early 2010, a controversy erupted over whether the managers of hedge funds were
conspiring to earn billions of dollars by driving down the price of the euro. We saw in
Chapter 1 that hedge funds are similar to mutual funds in that they accept money from
investors and invest the funds in a portfolio of assets. Unlike mutual funds, hedge funds
typically make relatively risky investments, and they have fewer than 100 investors, all
of whom are either institutions, such as pension funds, or wealthy individuals. Accord-
ing to an article in the Wall Street Journal, in February 2010, the managers of four hedge
funds met in New York City to discuss whether it would be profitable to use derivatives
to bet that the value of the euro would fall. Present at the meeting were representatives
of a fund run by George Soros, who had famously earned $1 billion in the early 1990s
by placing bets against the value of the British pound.

In February 2010, at the time of the meeting, the exchange rate between the euro
and the dollar was $1.35 = 1, having already fallen from $1.51 = 1 the previous 
December. Some hedge managers were convinced that during the next year, the value of

::



the euro was likely to fall all the way to parity with the dollar, or $1 = 1. The hedge
funds could profit from this fall by selling euros in the forward market, selling euros fu-
tures contracts, or buying put contracts on the euro. The hedge funds could make these
investments by putting up only about 5% of the value of the investments in cash and
borrowing the other 95%. This high degree of leverage—or use of borrowed money in
the investment—would magnify the size of any return as a fraction of their actual cash
investment. Because the payoff to such a large decline in the value of the euro was po-
tentially enormous, some observers referred to it as a “career trade,” meaning that this
one investment alone—should it actually pay off!—would make the hedge fund man-
agers both very wealthy and very famous.

But were the actions of the hedge fund managers illegal? The U.S. Department of
Justice thought that they might be and opened an investigation. The basis for the inves-
tigation was not clear, however. The fund managers claimed that they were just exchang-
ing ideas on an investment opportunity rather than conspiring to take actions that were
intended to drive down the value of the euro in exchange for the dollar. Many econo-
mists were also skeptical that the actions by the hedge funds could have much effect on
the value of the euro. In 2010, the total value of euros being bought and sold in global
foreign-exchange markets was greater than $1.2 trillion per day. The four hedge fund
managers present at the New York meeting were making long-term bets against the euro
that amounted to only a few billion dollars.

As we will see in the next section, the exchange rates among major currencies such
as the euro and the dollar are determined by factors that a few hedge fund managers
probably can’t affect, however large those funds.

Sources: Susan Pulliam, Kate Kelly, and Carrick Mollenkamp, “Hedge Funds Try ‘Career Trade’ Against
Euro,” Wall Street Journal, February 26, 2010; Nelson D. Schwartz and Graham Bowley, “Traders Seek
Out the Next Greece in an Ailing Europe,” New York Times, March 3, 2010; and Michael Casey, “Justice
Regulators Fall for Conspiracy Theories,” Wall Street Journal, March 3, 2010.

Test your understanding by doing related problems 2.6 and 2.7 on pages 247–248
at the end of this chapter.

:
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Exchange Rates in the Long Run
We have seen that fluctuations in exchange rates can affect the profitability of firms. We
turn now to explaining why exchange rates fluctuate. We begin by examining how ex-
change rates are determined in the long run.

The Law of One Price and the Theory of Purchasing Power Parity
Our analysis of what determines exchange rates in the long run begins with a fundamen-
tal economic idea called the law of one price, which states that identical products should
sell for the same price everywhere. To see why the law of one price usually holds true,
consider the following example: Suppose that an iPhone 4 with 32 GB of memory is
selling for $299 in stores in Houston and for $199 in stores in Boston. Anyone who lives
in Boston could buy iPhones for $199 and resell them for $299 in Houston, using eBay
or Craigslist or by shipping them to someone they know in Houston who could sell
them in local flea markets. We saw in Chapter 3 that when similar securities have dif-
ferent yields, the opportunity for arbitrage profits causes prices of securities to change
until similar securities have the same yields. Similarly, a gap in the prices of iPhones be-
tween Houston and Boston creates arbitrage profits that can be earned by buying cheap
iPhones in Boston and reselling them in Houston. If there is no limit to the number of

8.3

Learning Objective
Explain how exchange
rates are determined in
the long run.
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Theory of purchasing
power parity (PPP) The
theory that exchange rates
move to equalize the pur-
chasing power of different
currencies.

$199 iPhones available in Boston, the process of arbitrage will continue until the in-
creased supply of iPhones being resold in Houston has driven the price there down to
$199.

The law of one price holds not just for goods traded within one country but also for
goods traded internationally. In the context of international trade, the law of one price
is the basis for the theory of purchasing power parity (PPP), which holds that exchange
rates move to equalize the purchasing power of different currencies. In other words, in
the long run, exchange rates should be at a level that makes it possible to buy the same
amount of goods and services with the equivalent amount of any country’s currency.

Consider a simple example: If you can buy a 2-liter bottle of Dr. Pepper for $1.50
in New York City or £1 in London, then the theory of purchasing power parity states that
the exchange rate between the dollar and the pound should be $1.50 = £1. If exchange
rates are not at the values indicated by PPP, then arbitrage profits are possible. Suppose
that you can buy a bottle of Dr. Pepper for $1.50 in New York or £1 in London, but the
exchange rate between the dollar and the pound is $1 = £1. You could exchange $10 mil-
lion for £10 million, buy 10 million bottles of Dr. Pepper in London, and ship them to
New York, where you could sell them for $15 million. The result would be an arbitrage
profit of $5 million (minus any shipping costs). If the dollar–pound exchange rate does
not reflect purchasing power parity for many products—not just bottles of
Dr. Pepper—you could repeat this process for many goods and become extremely
wealthy. In practice, though, as you and others attempted to earn these arbitrage prof-
its by exchanging dollars for pounds, the demand for pounds would increase, causing
the pound’s value in terms of dollars to rise until it reached the PPP exchange rate of
$1.50 = £1. Once the exchange rate reflected the purchasing power of the two curren-
cies, the opportunity for arbitrage profits would be eliminated. This mechanism ap-
pears to guarantee that exchange rates will be at their PPP levels. But, this logic is actually
flawed, as we will discuss in the next section.

PPP makes an important prediction about movements in exchange rates in the
long run: If one country has a higher inflation rate than another country, the cur-
rency of the high-inflation country will depreciate relative to the currency of the
low-inflation country. To see this, look again at the expression for the real exchange
rate between the dollar and the pound (note that the expression would be similar
for any two countries):

(nominal exchange rate)

U.S. consumer price index

British consumer price index * Dollars per pound exchange rate
.

Real exchange rate between the dollar and the pound =

We can rearrange terms to arrive at an expression for the nominal exchange rate in terms
of the real exchange rate and the price levels in the two countries:

PPP theory assumes that the real exchange rate is constant. In that case, if the
price level in the United States increases relative to the price level in Great Britain, the
number of dollars necessary to buy £1 increases, which means the dollar has depreci-
ated against the pound. The arithmetic of this result follows from the expression
above. If the numerator of the fraction on the right side increases relative to the de-
nominator, then the fraction becomes larger, so the number of dollars per pound must
increase. The economics behind this result are easier to see if we consider again the

Dollars per pound =
U.S. consumer price index

British consumer price index * Real exchange rate
.
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case of a single good. If the price of a bottle of Dr. Pepper rises from $1.50 to $2.00 in
the United States while remaining £1 in Great Britain, the nominal exchange rate will
have to change from $1.50 = £1 to $2.00 = £1 in order to maintain PPP. In other words,
if prices in the United States increase on average faster than prices in Great Britain,
then to maintain PPP, the value of the dollar will have to depreciate relative to the
value of the pound.

So, PPP theory predicts that if, for example, prices in Mexico are on average rising
faster than prices in the United States, then the value of the Mexican peso will have to
fall relative to the U.S. dollar. Otherwise, the competitiveness of Mexican products will
decline because their prices in U.S. dollars will rise relative to the prices of U.S. products.
(Or, equivalently, the prices of U.S. products in pesos will decline relative to the prices
of Mexican products.) In fact, this prediction of PPP theory is correct. For example, in
the long run, the value of the U.S. dollar has risen relative to the currencies of countries
such as Mexico that have had higher inflation rates and fallen relative to the currencies
of countries such as Japan that have had lower inflation rates.

Is PPP a Complete Theory of Exchange Rates?
Although the PPP theory generally makes correct predictions about movements in ex-
change rates in the long run, it has a much poorer track record in the short run. Three
real-world complications keep purchasing power parity from being a complete expla-
nation of exchange rates:

1. Not all products can be traded internationally. Where goods are traded interna-
tionally, arbitrage profits can be made whenever exchange rates do not reflect their
PPP values. But more than half of the goods and services produced in most coun-
tries are not traded internationally. When goods are not traded internationally, ar-
bitrage will not drive their prices to be the same. For example, suppose that the
exchange rate is but the price of having your shoes repaired is twice as
high in Chicago as in Berlin. In this case, there is no way to buy up the lower-priced
German service and resell it in the United States—and people in Chicago are not
going to fly to Berlin just for that purpose. Because many goods and services are
not traded internationally, exchange rates will not reflect exactly the relative pur-
chasing powers of currencies.

2. Products are differentiated. We expect the same product to sell for the same
price around the world, but if two products are similar but not identical, their
prices might be different. So, whereas oil, wheat, aluminum, and some other
goods are essentially identical, automobiles, televisions, clothing, and many other
goods are differentiated, so we would not expect them to have identical prices
everywhere. In other words, for differentiated products, the law of one price
doesn’t hold.

3. Governments impose barriers to trade. The governments of most countries im-
pose tariffs and quotas on imported goods. A tariff is a tax a government imposes
on imports. A quota is a limit a government imposes on the quantity of a good that
can be imported. The effect of both tariffs and quotas is to raise the domestic price
of a good above the international price. For example, the U.S. government imposes
a quota on imports of sugar. As a result, the U.S. price of sugar is typically two to
three times the price of sugar in most other countries. Because of the quota, there
is no legal way for someone to buy up low-priced foreign sugar and resell it in the
United States. So, the law of one price doesn’t hold for goods subject to tariffs and
quotas.

$1 = :1,

Tariff A tax a government
imposes on imports.

Quota A limit a govern-
ment imposes on the quan-
tity of a good that can be
imported.



Solved Problem 8.3
Should Big Macs Have the Same Price Everywhere?

The Economist magazine tracks the prices of the Mc-
Donald’s Big Mac hamburger in countries around the
world. The following table shows the price of Big Macs
in the United States and in six other countries, along
with the exchange rate between that country’s currency
and the U.S. dollar.

a. Explain whether the statistics in the table are consis-
tent with the theory of purchasing power parity.

b. Explain whether your results in part (a) mean that
arbitrage profits exist in the market for Big Macs.

Solving the Problem
Step 1 Review the chapter material. This problem is about the theory of purchasing

power parity, so you may want to review the sections “The Law of One Price
and the Theory of Purchasing Power Parity,” which begins on page 232, and “Is
PPP a Complete Theory of Exchange Rates?” on page 234.

Step 2 Answer part (a) by determining whether the theory of purchasing power 
parity applies to Big Macs. If purchasing power parity holds for Big Macs, then
their price should be the same—$3.58—in every country when we use the ex-
change rate to convert the domestic currency price into dollars. For example,
the price of the Big Mac in Japan is ¥330, so we can convert this price into dol-
lars by dividing by the number of yen per dollar: ¥330/(¥93.2/$) = $3.54. We
can use this procedure to construct a table like this one:
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Country
Big Mac price in 
domestic currency

Exchange rate 
(units of foreign 
currency per U.S. dollar)

United States $3.58 —
Japan 330 yen 93.2
Mexico 31 pesos 12.1
Great Britain 2.26 pounds 0.65
China 12.5 yuan 6.82
Russia 69.5 rubles 29.2
Norway 40.5 krones 5.90

Source: “Exchanging Blows,” Economist, March 17, 2010.

Country Domestic currency price Dollar price

Japan 330 yen $3.54

Mexico 31 pesos $2.56
Great Britain 2.26 pounds $3.48
China 12.5 yuan $1.83
Russia 69.5 rubles $2.38
Norway 40.4 krones $6.85

The table shows that while the dollar prices of Big Macs in Japan and Great
Britain are close to the U.S. price, the dollar prices of Big Macs in the other
countries are significantly different from the U.S. price. So, we can conclude
that the law of one price and, therefore, the theory of purchasing power parity,
does not hold for Big Macs.

Step 3 Answer part (b) by explaining whether arbitrage profits exist in the market
for Big Macs. We expect the law of one price to hold because if it doesn’t, arbi-
trage profits are possible. However, it is not possible to make arbitrage profits
by buying low-price Big Macs in Beijing and shipping them to Seattle or by
buying low-price Big Macs in Moscow and shipping them to Oslo, Norway.
The Big Macs would be a cold, soggy mess by the time they arrived at their 
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destination. As we discussed in this section, one reason that the theory of pur-
chasing power parity does not provide a complete explanation of exchange
rates is that many goods—such as Big Macs—cannot be traded internationally.

For more practice, do related problem 3.7 on page 249 at the end of this chapter.

A Demand and Supply Model of Short-Run
Movements in Exchange Rates
As we saw in Figure 8.2 on page 227, exchange rates fluctuate substantially. In fact, it is
not unusual for exchange rates to fluctuate by several percentage points even during a
single day. Because the purchasing power of currencies changes by only a tiny amount
over the course of a few days, the size of short-run fluctuations in exchange rates is an-
other indication that the theory of purchasing power parity cannot be a complete ex-
planation of exchange rates.

A Demand and Supply Model of Exchange Rates
Economists use the model of demand and supply to analyze how market prices are de-
termined. Because the exchange rate is the price of foreign currency in terms of domes-
tic currency, we can analyze the most important factors affecting exchange rates in the
short run by using demand and supply. Here we are considering a short period of time,
and we are analyzing currencies in countries where annual inflation rates are low, so it
is reasonable to assume that price levels are constant. We saw earlier in this chapter that
the only factors that cause changes in the nominal exchange rate relative to the real ex-
change rate are the price levels in the two countries. Therefore, by assuming that price
levels are constant, our model will determine both the equilibrium nominal exchange
rate and the equilibrium real exchange rate.

The demand for U.S. dollars represents the demand by households and firms out-
side the United States for U.S. goods and U.S. financial assets. For example, a Japanese
electronics store that wishes to import Apple iPads has to exchange yen for dollars in
order to pay for them. It seems logical that the quantity of dollars demanded will depend
on the exchange rate. The lower the exchange rate, the cheaper it is to convert a foreign
currency into dollars, and the larger the quantity of dollars demanded. For example,
more dollars will be demanded at an exchange rate of ¥80 = $1 than at ¥100 = $1. In
Figure 8.3, we plot the exchange rate on the vertical axis. In this case, the exchange rate
is yen per dollar, but we could have used the exchange rate between any two currencies.
On the horizontal axis, we measure the quantity of dollars being exchanged for yen. The
demand curve for dollars in exchange for yen is downward sloping because the quan-
tity of dollars demanded will increase as the exchange rate declines and the yen price of
U.S. goods and financial assets become relatively less expensive.

The supply of dollars in exchange for yen is determined by the willingness of house-
holds and firms that own dollars to exchange them for yen. U.S. households and firms
want yen in exchange for dollars in order to purchase Japanese goods and Japanese fi-
nancial assets. It seems logical that the quantity of dollars supplied will depend on the
exchange rate. The more yen a U.S. household or firm receives per dollar, the cheaper
the dollar price of Japanese goods and Japanese financial assets will be. So, the higher the
exchange rate, the more yen households or firms will receive in exchange for dollars,
and the larger the quantity of dollars supplied. In Figure 8.3, the supply curve of dollars
in exchange for yen is upward sloping because the quantity of dollars supplied will in-
crease as the exchange rate increases.

8.4

Learning Objective
Use a demand and
supply model to
explain how exchange
rates are determined in
the short run.



A Demand and Supply Model of Short-Run Movements in Exchange Rates 237

E
xc

h
an

g
e 

ra
te

(y
en

/d
o

lla
r)

Quantity
of dollars

Supply of
dollars

Equilibrium
exchange rate

Demand for
dollars

Equilibrium quantity
of dollars traded

Figure 8.3

The Demand and Supply
of Foreign Exchange
The lower the exchange rate, the
cheaper it is to convert a foreign
currency into dollars and the
larger the quantity of dollars de-
manded. So, the demand curve
for dollars in exchange for yen is
downward sloping. The higher the
exchange rate, the more yen
households or firms will receive
in exchange for dollars and the
larger the quantity of dollars sup-
plied. The supply curve of dollars
in exchange for yen is upward
sloping because the quantity of
dollars supplied will increase as
the exchange rate increases.•Shifts in the Demand and Supply for Foreign Exchange

With models of demand and supply, we always assume that the demand and supply
curves are drawn holding constant all factors other than the exchange rate that would af-
fect the willingness of households and firms to demand or supply dollars. Changes in
the exchange rate result in movements along the demand or supply curve—changes in
the quantity of dollars demanded or supplied—but do not cause the demand or supply
curve to shift. Changes in other factors cause the demand or supply curve to shift.

Anything that increases the willingness of Japanese households and firms to buy U.S.
goods or U.S. assets will cause the demand curve for dollars to shift to the right. For ex-
ample, panel (a) of Figure 8.4 illustrates the effect of Japanese consumers increasing their
demand for tablet computers sold by U.S. firms. As Japanese retail stores increase their
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Figure 8.4 The Effect of Changes in the Demand and Supply for Dollars

Panel (a) illustrates the effect of an increase in the demand for dollars in ex-
change for yen. The demand curve for dollars shifts to the right, causing the
equilibrium exchange rate to increase from ¥80 = $1 to ¥85 = $1 and the equi-
librium quantity of dollars traded to increase from Dollars1 to Dollars2. Panel

(b) illustrates the effect of an increase in the supply of dollars in exchange for
yen. The supply curve for dollars in exchange for yen shifts to the right, causing
the equilibrium exchange rate to decrease from ¥80 = $1 to ¥75 = $1 and the
equilibrium quantity of dollars traded to increase from Dollars1 to Dollars2.•
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orders for these computers, they must increase their demand for dollars in exchange for
yen. The figure shows that the demand curve for dollars shifts to the right, causing the
equilibrium exchange rate to increase from ¥80 = $1 to ¥85 = $1 and the equilibrium
quantity of dollars traded to increase from Dollars1 to Dollars2. Panel (b) illustrates the ef-
fect of U.S. consumers increasing their demand for Sony 3-D televisions. As U.S. retail
stores increase their orders for these televisions, they must supply more dollars in exchange
for yen. The figure shows that the supply curve for dollars in exchange for yen shifts to the
right, causing the equilibrium exchange rate to decrease from ¥80 = $1 to ¥75 = $1 and the
equilibrium quantity of dollars traded to increase from Dollars1 to Dollars2.

Another important factor causing the demand curve and supply curve for a cur-
rency to shift is changes in interest rates. For example, if interest rates in the United
States rise relative to interest rates in other countries, the demand for U.S. dollars will
increase as foreign investors exchange their currencies for dollars in order to purchase
U.S. financial assets. The shift in the demand curve to the right results in a higher equi-
librium exchange rate. In fact, as we discuss later, short-run fluctuations in exchange
rates are driven much more by investors buying and selling currencies as they search
across countries for the best investment opportunities than by the demand of house-
holds and firms for foreign goods and services.

The “Flight to Quality” During the Financial Crisis
The financial crisis caused the value of the dollar to soar. One way to gauge the general
value of one currency relative to other currencies is to calculate the trade-weighted exchange
rate, which is an index number similar to the consumer price index. Just as the consumer
price index weights individual prices by the share the product takes up in a household’s
budget, the trade-weighted exchange rate for the U.S. dollar weights each individual ex-
change rate by the share of that country’s trade with the United States. Figure 8.5 shows
movements in the trade-weighted exchange rate for the U.S. dollar between Janaury 1995
and June 2010. The index is calculated so that the value for January 1997 is 100.

The increase in the value of the dollar during the late 1990s, as shown in Figure 8.5,
was driven by strong demand from foreign investors for U.S. stocks and bonds, particu-
larly U.S. Treasury securities. The increase in demand was not primarily due to higher U.S.
interest rates but to problems in the international financial system. Currency crises in sev-
eral East Asian countries, including South Korea, Thailand, Malaysia, and Indonesia, had
resulted in sharp declines in the values of these currencies. When the currencies of Ar-
gentina and Russia also experienced sharp declines, many foreign investors engaged in a
“flight to quality” in which they purchased assets denominated in U.S. dollars, particu-
larly U.S. Treasury securities, because they appeared to be safe investments. These investors
believed that there was only a small chance that the Treasury would default on its securi-
ties. The increased demand from foreign investors increased the value of the dollar.
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Movements in the
Trade-Weighted
Exchange Rate of the
U.S. Dollar
The increase in the value of the
dollar during the late 1990s, as
shown in the figure, was driven by
strong demand from foreign 
investors for U.S. stocks and
bonds, particularly U.S. Treasury
securities. Something similar hap-
pened during the financial crisis
of 2007–2009: As many foreign
investors sought a safe haven in
U.S. Treasury securities, the de-
mand for dollars increased.

Source: Federal Reserve Bank of
St. Louis.•
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Something similar happened during the financial crisis of 2007–2009. Although a re-
cession had begun in the United States in December 2007, the recession did not begin in
Europe until the spring of 2008. Only in the summer of 2008 did it become clear to many
European investors that the banking systems in several countries were in serious trouble
and that default risks even on government bonds might be rising. As many foreign in-
vestors sought a safe haven in U.S. Treasury securities, the demand for dollars increased.
As Figure 8.5 shows, between July 2008 and March 2009, the value of the dollar increased
by more than 20%. As the financial crisis eased during the summer and fall of 2009, many
investors began selling dollars and shifting their investments out of U.S. Treasury secu-
rities. Between March 2009 and June 2010, the value of the dollar declined by about10%.

The Interest-Rate Parity Condition
On any given day in the foreign-exchange market, more than 95% of the demand for
foreign exchange is the result of a desire by investors to buy foreign financial assets rather
than a desire by households and firms to buy foreign goods and services. The tremendous
demand for foreign exchange for purposes of financial investment reflects the impor-
tance of the increase in international capital mobility in recent decades. Policymakers in
many countries have removed regulations that once hindered financial investments across
national borders. The Internet allows investors in one country to easily access informa-
tion about firms in other countries. The Internet also makes it easier for investors to con-
tact financial firms, particularly brokerage firms, to make investments in foreign firms for
them. In this section, we explore the implications of international capital mobility for
the determination of exchange rates.

Suppose that you intend to invest $10,000 in one-year government bonds. Also sup-
pose that one-year U.S. Treasury bills currently have an interest rate of 3%, while one-year
Japanese government bonds currently have an interest rate of 5%. To keep the example
simple, assume that you consider the two bonds to be identical except for their interest
rates. That is, you believe they have the same default risk, liquidity, information costs,
and other characteristics. Which bonds should you purchase? The answer seems obvious:
5% is greater than 3%, so you should purchase the Japanese government bonds. But bear
in mind that to purchase the Japanese bonds, you have to exchange your dollars for yen,
thereby assuming some exchange-rate risk: While your funds are invested in Japanese
bonds, the value of the yen might decline relative to the dollar.

To continue with the example, if you buy U.S. government bonds, then after one year,
you will have $10,300 (= $10,000 * 1.03). Assume that the exchange rate is ¥100 = $1. To
purchase the Japanese government bonds, you must exchange $10,000 for ¥1,000,000 (=
$10,000 * ¥100/$). At the end of one year, your investment in Japanese government bonds
will give you ¥1,050,000 (= ¥1,000,000 * 1.05). If the exchange rate is still ¥100 = $1, you
can convert your yen back into dollars and have $10,500 (= ¥1,050,000/(¥100/$)). So, the
Japanese investment is clearly better. But what if during the year the value of the yen falls
by 4%, to ¥104 = $1 (note that this is the equivalent of the value of the dollar rising by 4%)?
In that case, the ¥1,050,00 that you earn on your investment in the Japanese bond can be
exchanged for only $10,096.15, and you would have been better off investing in U.S. bonds.

We assume that there are no arbitrage profits available in financial markets. Is this
assumption consistent with a U.S. bond having a 3% interest rate, a Japanese bond hav-
ing a 5% interest rate, and investors generally expecting a 4% depreciation in the yen (or,
equivalently, a 4% appreciation of the dollar)? It is not consistent because investors
would make a much higher return on the U.S. investment than on the Japanese invest-
ment. This difference in returns would lead investors to buy U.S. government bonds,
causing their prices to rise and their interest rates to fall, and it would lead investors to
sell Japanese government bonds, causing their prices to fall and their interest rates to rise.
By how much would the interest rate on the U.S. bond have to fall and the interest rate
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on the Japanese bond have to rise to eliminate the possibility of earning arbitrage prof-
its? Enough so that the difference between the two interest rates equals the expected change
in the exchange rate between the yen and the dollar.

For example, suppose that the interest rate on the U.S. bond fell to 2% and the in-
terest rate on the Japanese bond rose to 6%, while the value of the yen was expected to
decline by 4% relative to the dollar. Then you would receive either $10,200 from buy-
ing U.S. government bonds, or ¥1,060,000/(¥104/$) = $10,192.30—nearly the same
amount—from buying the Japanese government bond.1

The interest-rate parity condition holds that differences in interest rates on simi-
lar bonds in different countries reflect expectations of future changes in exchange rates.
We can state this condition generally as:

For instance, if the interest rate on a German government bond is 8% and the in-
terest rate on an equivalent U.S. government bond is 6%, then the dollar must be ex-
pected to appreciate by 2% against the euro. The economic reasoning behind the
interest-rate parity condition is the same as the economic reasoning behind the result
that within a given country, rates of return on similar securities will be the same: If this
result does not hold, then investors can make arbitrage profits. The interest-rate parity
condition extends this result to global investments: If the expected return from owning
a foreign asset—including expected changes in the exchange rate—isn’t the same as the
return from owning a domestic asset, then investors can make arbitrage profits because
one asset or the other will be underpriced relative to its expected return.

Does the interest-rate parity condition always hold? That is, can we be sure that dif-
ferences in interest rates on similar bonds in different countries always reflect expectations
of future changes in exchange rates? In practice, we can’t be sure, for several reasons:

1. Differences in default risk and liquidity. There are always some differences that
matter to investors between bonds in different countries. For instance, U.S. investors
may consider that the default risk on German or Japanese government bonds, while
low, is higher than on U.S. government bonds. Similarly, from the point of view of
a U.S. investor, U.S. government bonds will be more liquid investments than will for-
eign government bonds. So, some of the differences we see between interest rates on
bonds in different countries is compensating investors for differences in the char-
acteristics of the bonds.

2. Transactions costs. Typically, the costs of purchasing foreign financial assets—the
transactions costs—are higher than for domestic assets. For instance, foreign broker-
age firms may charge higher commissions per share of a foreign firm’s stock than
would be charged on the stock of domestic firms by domestic brokerage firms or do-
mestic online brokers.

3. Exchange-rate risk. The interest-rate parity condition, as we have stated it, does
not take into account the exchange-rate risk from investing in a foreign asset. If you
could receive 4% on a one-year Treasury bill in the United States or expect to earn
4% on a one-year German government bond, the investment in the German 
government bond comes with more risk because the value of the dollar may 
appreciate more than expected against the euro. Economists sometimes account for

- Expected appreciation of the domestic currency.
Interest rate on domestic bond = Interest rate on foreign bond

1Why isn’t the amount earned on the investment in the Japanese bond also equal to exactly $10,200? The an-
swer is that the returns on the two investments will be equal only if the expected change in the exchange rate is
slightly less than the difference between the two interest rates. So, the discussion in the text states a result that
is only approximately correct. Stating the result exactly greatly increases the algebra, thereby making the main
point more difficult to understand. For our purposes, the result stated in the text is a good approximation.

Interest-rate parity con-
dition The proposition that
differences in interest rates
on similar bonds in different
countries reflect expecta-
tions of future changes in
exchange rates.
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the additional risk of investing in a foreign asset by including a currency premium
in the interest-rate parity equation:

For example, suppose that the interest rate on the one-year U.S. Treasury bill is 3%, the
interest rate on the one-year German government bond is 5%, the expected apprecia-
tion of the dollar versus the euro is expected to be 1%, and U.S. investors require a 1%
higher expected rate of return on a one-year euro-denominated investment relative to
a one-year U.S. dollar-denominated investment to make the two investments equally
attractive. Then we would have interest-rate parity: 3% = 5% - 1% - 1%.

- Expected appreciation of the domestic currency - Currency premium.
Interest rate on the domestic bond = Interest rate on the foreign bond

Solved Problem 8.4
Can You Make Money from Interest Rate Differences Across Countries?

An investor wrote the following to the financial advice
column of an online magazine:

It says in the papers that interest rates in Japan are
under 1%. U.S. Treasury bills currently pay almost

5%. Why isn’t everybody borrowing money in Japan
and investing it in the United States? It seems like a
sure thing.

Is it a sure thing?

Solving the Problem
Step 1 Review the chapter material. This problem is about explaining differences in

interest rates across countries, so you may want to review the section “The In-
terest-Rate Parity Condition,” which begins on page 239.

Step 2 Answer the question by using the interest-rate parity condition to explain
the relationship between expected changes in exchange rates and differences
in interest rates across countries. If the interest-rate parity condition holds,
then a 4-percentage-point gap between the interest rate on a U.S. bond and the
interest rate on a similar Japanese bond means that investors must be expect-
ing that the value of the dollar will depreciate against the yen by 4%: 5% = 1 -
(-4%). Therefore, the expected return on a U.S. investment and a Japanese in-
vestment should be the same. A U.S. investor who borrows money at 1% in
Japan and invests it at 5% in the United States will not gain anything if the dol-
lar depreciates by 4% because the true cost of the investor’s yen loan will be
5% rather than 1%. In addition, the investor will be taking on exchange-rate
risk because the dollar could depreciate by more than 4%.

Source: Bruce Gottlieb, “Can You Earn Dollars by Borrowing Yen?” Slate, February 24, 1999.

For more practice, do related problem 4.10 on page 251 at the end of this chapter.

The interest-rate parity condition provides some insight into what happens to the
exchange rate when a country’s interest rate increases or decreases relative to interest
rates in another country. For example, suppose that the interest rate on a one-year U.S.
Treasury bill is currently 2%, the interest rate on a comparable French one-year gov-
ernment bond is 4%, and the dollar is expected to appreciate by 2% against the euro. If
the Federal Reserve takes actions that lead to the Treasury bill rate increasing from 2%
to 3%, we would expect that the demand for dollars will increase as investors in Europe
attempt to exchange euros for dollars in order to invest in Treasury bills at the new
higher interest rate. An increase in demand for dollars will cause the exchange rate to 
increase; in the new equilibrium, more euros will be required to buy a U.S. dollar.
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This result of higher U.S. interest rates leading to a higher exchange rate is consis-
tent with the interest-rate parity condition. If the exchange rate expected between the
euro and the dollar one year from now remains the same, then an increase in the ex-
change rate now—the spot exchange rate—means that the rate of appreciation will be
lower. In this example, an increase in the U.S. interest rate of 1%, with the French inter-
est rate remaining unchanged, means that the expected rate of appreciation of the dol-
lar will fall from 2% to 1%: 3% = 4% - 1%.

Making the Connection

Why Did the Fed Lend Dollars to Foreign Central Banks
During the Financial Crisis?
Before the financial crisis of 2007–2009, many economists and policymakers had been
unaware of the extent to which foreign banks, particularly in Europe, had been buying
dollar-denominated assets, especially securitized debt, such as mortgage-backed secu-
rities. According to one estimate from the Bank for International Settlements, by mid-
2007, European banks had dollar investments in nonbanks—that is, investments in
securities other than the stocks and bonds of banks—of between $1.1 and $1.3 trillion.

Traditionally, banks would receive deposits from households and firms and use the
deposits either to make loans to households and firms or to buy government or corpo-
rate bonds. (Some European banks also invest in stocks issued by nonbanks, which U.S.
banks cannot do under U.S. banking laws.) The banks typically purchased the bonds as
long-term investments and engaged in relatively little buying and selling with the inten-
tion of making profits from short-term price movements. The increase in European
banks’ holdings of dollar-denominated assets was due to two developments: During the
2000s, many banks substantially expanded their trading operations and began to actively
buy and sell securities, hoping to profit from short-term price movements. Second, se-
curitization—the transformation of mortgage loans and other business and consumer
debt into marketable bonds—increased the volume of dollar-denominated securities
available for European banks to invest in.

Banks generally suffer from a maturity mismatch because they borrow short term by
taking in deposits and lend long term by making long-term loans. For instance, in the United
States, Wells Fargo may take in checking deposits—which depositors can withdraw at any
time—and invest them in four- and five-year car loans. If depositors withdraw their funds,
the maturity mismatch can cause problems for banks. In the modern banking system, this
problem is dealt with in two ways: First, governments offer deposit insurance, which reassures
depositors that even if their bank fails, their deposits are safe. Second, central banks stand
ready to make short-term loans to banks suffering deposit withdrawals. In the financial cri-
sis of 2007–2009, however, it became clear that the maturity mismatch was a problem for fi-
nancial institutions that are not banks and for banks engaged in sophisticated investment
activities, as the European banks were when they invested in dollar-denominated securities.

European banks financed their investments in mortgage-backed securities and other
dollar-denominated assets in three ways: by borrowing dollars from other banks, by bor-
rowing dollars from central banks (both the central bank of the bank’s home country and
other central banks), and by engaging in foreign-exchange swaps. With foreign-exchange
swaps, a bank would swap payments from a domestic currency asset—say, payments on
a euro-dominated bond—with another bank or financial firm in exchange for dollar pay-
ments. Banks faced considerable funding risk because the maturities of these funding
sources were very short compared with the maturities of the dollar-denominated assets
banks were using them to finance. Funding risk arises from a maturity mismatch and
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Read An Inside Look At Policy on the next page for a discussion of the effect of the
European debt crisis on exchange rates.

Answering the Key Question
Continued from page 224

At the beginning of this chapter, we asked the question:

“Why did the value of the U.S. dollar soar during the height of the financial crisis?”

We have seen that a desire by foreign investors to buy U.S. stocks and bonds will increase the de-
mand for dollars in exchange for other currencies. An increase in the demand for dollars increases the
exchange rate. During the peak of the financial crisis from the summer of 2008 to the fall of 2009,
many foreign investors saw buying U.S. Treasuries as a safer investment than many alternatives. As a
result, the value of the dollar soared by more than 20%.

refers to the possibility that short-term funding of long-term investments will be with-
drawn, as when savers withdraw the deposits banks are using to fund long-term loans.

During the financial crisis, the short-term sources of dollars on which European
banks were relying dried up. Particularly following the failure of Lehman Brothers, the
U.S. investment bank, in September 2008, European banks had difficulty continuing,
or rolling over, their short-term dollar borrowings from other banks because banks had
become more cautious about counterparty risk—the risk that a borrower will not repay
a short-term loan. In addition, many U.S. money market mutual funds were experienc-
ing redemptions by shareholders and therefore did not roll over their short-term dol-
lar loans to European banks. Foreign central banks, particularly in developing countries,
had maintained dollar deposits with European banks. Many of these central banks with-
drew their dollar deposits because they were needed to support banks in their own coun-
tries. European banks had difficulty selling their dollar-denominated assets because the
markets for many of these assets, particularly mortgage-backed and similar securities,
were rapidly declining, which made many of the assets illiquid.

To deal with the dollar shortage, in December 2007, the Federal Reserve, in conjunc-
tion with 14 foreign central banks, established the dollar liquidity swap lines we mentioned
at the beginning of the chapter. With the swap lines, foreign central banks were able to
obtain dollars from the Fed in exchange for an equivalent amount of foreign currency.
The central banks could then lend the dollars to banks suffering from the dollar shortage.
At the peak of the financial crisis in late 2008, the volume of dollar swaps was about $600
billion. As the financial crisis eased, so did foreign central banks’ use of the swap lines. The
volume of dollar swaps declined to $100 billion in June 2009 and to just $1 billion on 
February 1, 2010, when the central banks allowed the program to expire. The program
was revived in May, however, in response to financial problems in Europe as investors
began to fear that Greece and possibly other countries might default on their bonds.

The establishment of the dollar liquidity swap lines illustrates two key facts about
the modern international economy: Banks and other financial firms have significant
investments in securities denominated in foreign currencies, and central banks are will-
ing to cooperate in policies intended to deal with financial crises.

Sources: Patrick McGuire and Goetz von Peter, “The U.S. Dollar Shortage in Global Banking,” BIS Quar-
terly Review, March 2009, pp. 47–63; and Linda S. Goldberg, Craig Kennedy, and Jason Mu, “Central
Bank Dollar Swap Lines and Overseas Dollar Funding Costs,” Federal Reserve Bank of New York, Staff
Report, No. 429, revised February 2010.

Test your understanding by doing related problem 4.11 on page 251 at the end of
this chapter.



Investors Buy Dollars and Sell
Euros as Europe Faces a Debt Crisis

AN INSIDE LOOK AT POLICY

ASSOCIATED PRESS

Growth, Rate
Worries Drive Euro
Near 4-Year Low
The euro sank to near a four-year
low against the dollar Friday on re-
newed worries over the European
debt crisis. . . .

A stronger dollar against the
currency used by 16 nations in Eu-
rope would translate into cheaper
European vacations for American
travelers. But it would hurt U.S. ex-
ports because American-made
products would be more expensive
in those markets.

The euro slid to a 19-month low
of $1.2355 in late trading in New
York, close to what would have
been the lowest point in four years
against the dollar.

Economists said the tumbling
euro could reflect fears that the
European debt crisis will turn into
a replay of the Lehman Brothers
disaster. The collapse of the New
York investment bank in September
2008 spread panic through the
financial system. Credit froze as a
result.

“If this turns out to be the same
kind of financial crisis that we saw
after Lehman Brothers where peo-
ple just get scared to lend money to
anybody, then it would be a major
problem for us,” said David Wyss,

chief economist at New York’s Stan-
dard & Poor’s.

The euro’s slide seemed to be
triggered by intensified worries over
a nearly $1 trillion rescue package to
deal with European debt problems.
The European economy was already
facing weak growth this year. . . .

“Europe was just barely growing
before the debt crisis came to a
head, and it is hard to see how
many of those countries keep from
falling back into recession,” said
Mark Zandi, chief economist at
Moody’s Analytics.

The euro-zone countries ac-
count for about 15 percent of total
U.S. exports. Weaker growth in that
region, along with the stronger dol-
lar, would reduce demand for U.S.
exports. The U.S. manufacturing
sector, led by rebounding exports,
has been a bright spot for the U.S.
recovery. . . .

Brian Bethune, a senior econo-
mist at IHS Global Insight, forecast
that the European debt problems
will keep pushing the euro lower.
It’s likely to hit $1.17 against the
dollar this summer. . . .

U.S. interest rates will likely de-
cline as foreign investors shift
money out of European debt and
into U.S. bonds, he said. . . .

Oil and other commodity prices
have fallen as well, a response to the
stronger dollar and weakness in 
Europe. . . .

a

b
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c

“With a higher U.S. dollar, lower
crude oil prices, that assures the
Fed that there is no inflation lurk-
ing in the weeds,” Bethune said.

The emergency financing deal
sealed last weekend initially pushed
the euro above $1.30. But concerns
over the cost to European countries
and the impact on the continent’s
growth have weighed on the cur-
rency since. . . .

Future growth in Europe could
be constrained if investors feel
shaky about the banking sector’s
stability and willingness to lend,
said Robert Sinche, chief strategist
at Lily Pond Capital Management
LLC in New York.

That could spread beyond the
continent.

“The disintegration of the Euro-
pean currency could be very shaky
for markets globally,” said Brian
Kim, senior foreign exchange
strategist for UBS AG.

But for many trackers of cur-
rency markets, that’s not a realistic
concern. The European monetary
union itself is not at risk, said
Michael Woolfolk of Bank of New
York Mellon.

“Talk of the implosion of the
eurozone itself is, I think,
overblown,” he said. . . .

Source: Used with permission of The
Associated Press. Copyright © 2010. All
rights reserved.
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Supply of euros

$1.3000

1.2355

0

Supply of dollars

€0.8094

0.7692

0

As the demand for euros
decreases from Demand1
to Demand2, the exchange
rate of the euro falls from
$1.3000 to $1.2355. 

As investors reduce their demand for euros,
the demand for dollars increases from Demand1
to Demand2. The exchange rate of the dollar
rises from €0.7692 to €0.8094.

Euros1Euros2 Dollars2Dollars1

Demand2

Demand2Demand1

Demand1

(a) A decline in the demand for euros in foreign-exchange markets. (b) The results of investors shifting from euros to dollars.

Key Points in the Article
In May 2010, the exchange rate of the
euro against the U.S. dollar approached
its lowest level in four years. The
stronger dollar resulted in greater pur-
chasing power for American tourists,
but higher prices for U.S. exports. The
euro’s slide was the result of a nearly 
$1 trillion attempt to address debt prob-
lems at a time when European countries
were facing weak economic growth. In-
terest rates in the United States were
expected to fall as foreign investors
shifted from European debt to U.S.
bonds. The strength of the dollar caused
oil prices to fall, which meant that infla-
tion was unlikely to increase. Analysts
were concerned that the emergency
funding deal could constrain Europe if
investors feared for the stability of the
banking sector.

Analyzing the News
In May 2010, the exchange rate of 
the euro against the U.S. dollar fell,

as investors feared the potential impact
of a European debt crisis. The European
Union and the International Monetary
Fund had recently approved a 750 bil-
lion plan to prevent the government of
Greece from defaulting on its debt. This
followed the decision by Standard &

:

Poor’s to downgrade Greek debt to
non-investment-grade, or “junk,” sta-
tus. Investors also worried about the
debts of other European countries, such
as Portugal and Spain. These events
caused a decline in the demand for
euros and euro-denominated debt.
Panel (a) shows how a decline in the de-
mand for euros would lead to deprecia-
tion of the euro, for example, from
$1.3000 to $1.2355. Panel (b) shows
the result of investors shifting from
euros to dollars. The initial exchange
rate of the dollar, 0.7692, is equivalent
to an initial value of $1.3000 for the
euro. An increase in the demand for
dollars increases the value of the dollar
to 0.8094, equivalent to an exchange
rate for the euro of $1.2355.

The European rescue plan was 
announced at a time when growth

prospects for Europe were weak and in-
vestors feared the possibility of reces-
sion. Real GDP among the 16 European
Union countries increased 0.2% in the
first quarter of 2010. This increase fol-
lowed a decline in real GDP of 4.1% for
2009. The depreciation of the euro
could lead to an increase in exports,
which would boost GDP growth in the
European Union and reduce growth of
U.S. exports and GDP. 

:

:

The debt crisis led some to wonder 
if the European Monetary Union

(EMU) was in jeopardy. The EMU was
established through provisions in the
1992 Maastricht Treaty, which formed
the European Union.

THINKING CRITICALLY
1. Assume that you own a U.S. business

that sells computers in Europe. A Eu-
ropean customer buys $1 million
worth of your computers, and pay-
ment is due in three months. You
agree to receive payment in euros.
The exchange rate of the euro is cur-
rently $1.3000, but you are concerned
that the euro could fall in three
months to $1.2000. Explain how you
could hedge your exchange-rate risk
by entering a forward exchange con-
tract. In your answer, assume that (a)
the current forward rate is $1.3000
and (b) the spot rate in three months
does fall to $1.2000.

2. The article mentioned that low crude
oil prices and a strengthening dollar
assure “the Fed that there is no infla-
tion lurking in the weeds.” If the Fed
expected little or no inflation in the
future, how would that affect in-
vestors’ expectations of the future
exchange rate of the dollar?
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KEY TERMS AND CONCEPTS
Appreciation, p. 225
Depreciation, p. 226
Exchange-rate risk, p. 230
Foreign-exchange market, p. 229

Interest-rate parity condition, p. 240
Law of one price, p. 232
Nominal exchange rate, p. 225
Quota, p. 234

Real exchange rate, p. 228
Tariff, p. 234
Theory of purchasing power 

parity (PPP), p. 233.

CHAPTER SUMMARY AND PROBLEMS

SUMMARY
The nominal exchange rate, typically called the
exchange rate, is the price of one country’s currency in
terms of another country’s currency. An increase in the
value of one country’s currency in exchange for an-
other country’s currency is called an appreciation. A
decrease in the value of one country’s currency in
terms of another country’s currency is called a
depreciation. Professional currency traders at banks
and other financial institutions typically price, or
“quote,” exchange rates as units of domestic currency
per unit of foreign currency, which is called a direct
quotation. Indirect quotations are given in terms of
units of foreign currency per unit of domestic cur-
rency. The real exchange rate measures the rate at
which goods and services of one country can be ex-
changed for goods and services of another country.

Review Questions

1.1 What is the difference between the nominal ex-
change rate and the real exchange rate? When a
newspaper article uses the term “the exchange
rate,” is it typically referring to the nominal ex-
change rate or the real exchange rate?

1.2 If the exchange rate between the yen and the
dollar changes from ¥80 = $1 to ¥90 = $1, has
the yen appreciated or depreciated against the
dollar? Has the dollar appreciated or depreciated
against the yen?

1.3 What is the difference between a direct 
quotation of an exchange rate and an indirect
quotation?

1.4 Suppose that the euro falls in value relative to
the dollar. What is the likely effect on European

exports to the United States? What is the likely
effect on U.S. exports to Europe?

Problems and Applications

1.5 A student makes the following observation:

It currently takes 80 yen to buy 1 U.S. dollar,
which shows that the United States must be a
much wealthier country than Japan. But it
takes more than 1 U.S. dollar to buy 1 British
pound, which shows that Great Britain must
be a wealthier country than the United States.

Briefly explain whether you agree with the stu-
dent’s reasoning.

1.6 If $2 buys £1 and 2.2 buys £1, how many euros
are required to buy $1?

1.7 A student makes the following observation: “Dur-
ing May 2010, the euro depreciated sharply against
the U.S. dollar. That was good news for attendance
at Disneyland Paris and bad news for attendance at
Walt Disney World in Orlando, Florida.” Briefly ex-
plain whether you agree with the student.

1.8 [Related to the Making the Connection on page
226] If the exchange rate between the yen and the
dollar changes from ¥80 = $1 to ¥90 = $1, is this
good news for Sony? Is it good news for U.S. con-
sumers? Is it good news for U.S. firms that export
to Japan? Is it good news for Japanese consumers?

1.9 [Related to the Making the Connection on
page 226] According to an article on Sony’s
forecast of its profits during 2010, “Sony has fac-
tored in a 40 billion yen hit from currency rates 
alone. . . .” Was Sony expecting a decline in the
value of the yen relative to other currencies or an 
increase? Briefly explain.

:

Exchange Rates and Trade
Explain the difference between nominal and real exchange rates.
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Source: Hiroko Tabuchi, “Despite Lower Sales, Sony
Trims Annual Loss and Predicts a 2010 Profit,” New
York Times, May 13, 2010.

1.10 An article in the Economist magazine in 2010 
observed: “The euro’s slide implies that the
[euro] zone’s members will be relying on 
foreign demand, not their own, to restore their
fortunes.”

a. What does the article mean by “the euro’s
slide”?

b. What is the connection between the euro’s slide
and the reliance of countries that use the euro
on foreign demand to help their economies?

Source: “Learning to Crawl,” Economist, June 24, 2010.

1.11 Suppose that an Apple iPhone costs $200 in the
United States, £65 in the United Kingdom, and
¥35,000 in Japan. If the exchange rates are $1.50
= £1 and ¥100 = $1, what are the real exchange
rates between the dollar and the yen and the
dollar and the pound?
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SUMMARY
As with other prices, exchange rates are determined by
the forces of demand and supply. Currencies are traded
in foreign-exchange markets around the world. For-
eign-exchange markets are over-the-counter markets
with traders linked together by computer. In the for-
eign-exchange market, spot market transactions involve
an exchange of currencies at the current exchange rate.
In forward transactions, traders agree today to a
forward contract to exchange currencies or bank de-
posits at a specific future date at an exchange rate
known as the forward rate. Futures contracts differ from
forward contracts in several ways. While forward con-
tracts are private agreements among traders to ex-
change any amount of currency on any future date,
futures contracts are traded on exchanges, such as the
Chicago Board of Trade (CBOT), and are standardized
with respect to the quantity of currency being ex-
changed and the settlement date on which the exchange
will take place. With forward contracts, the exchange
rate is fixed at the time the contract is agreed to, while
with futures contracts, the exchange rate changes con-
tinually as contracts are bought and sold on the ex-
change. A U.S. firm is subject to exchange-rate risk
when it sells goods and services in a foreign country. A
hedger can use foreign-exchange derivatives markets to
reduce risk, while a speculator uses derivatives markets
to place a bet on the future value of a currency.

Review Questions

2.1 What does it mean to describe the foreign-
exchange market as an “over-the-counter market”?

2.2 What is the difference between a spot transac-
tion and a forward transaction in the foreign-
exchange market?

2.3 What are the key differences between foreign-
exchange forward contracts and foreign-
exchange futures contracts? Why are forward
contracts more widely used in the foreign-
exchange market than are futures contracts?

2.4 What is exchange-rate risk? How can exchange-
rate risk be hedged using forward, futures, and
options contracts?

2.5 How might an investor use forward, futures, and
options contracts to speculate on the future
value of a currency?

Problems and Applications

2.6 [Related to the Making the Connection on
page 231] Suppose you are convinced that the
value of the Canadian dollar will rise relative to
the U.S. dollar. What steps could you take to
make a profit based on this conviction?

2.7 [Related to the Making the Connection on page
231] According to an article in the Wall Street
Journal, in late 2009, “Between Dec. 9 and 11,
some big European and U.S. banks made bearish
calls on the euro by buying one-year euro ‘puts.’”

a. What is a “bearish call”?

b. What is a put?

c. How were the banks expecting to make a
profit by buying puts?

Foreign-Exchange Markets
Explain how markets for foreign exchange operate.

8.2
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According to the same article, that December
“the bearish bet against the euro had risen to
record levels of 60,000 futures contracts . . . the
highest level since 1999, according to Morgan
Stanley.”

d. What is a “bearish bet”?

e. Were these investment bears buying or selling
euro futures contracts?

Source: Susan Pulliam, Kate Kelly, and Carrick 
Mollenkamp, “Hedge Funds Try ‘Career Trade’
Against Euro,” Wall Street Journal, February 26, 2010.

2.8 Suppose that the U.S. firm Alcoa sells $2 million
worth of aluminum to a British firm. If the ex-
change rate is currently $1.50 = £1 and the
British firm will pay Alcoa £1,333,333.33 in 90
days, answer the following questions.

a. What exchange-rate risk does Alcoa face in
this transaction?

b. What alternatives does Alcoa have to hedge
this exchange-rate risk?

c. Give a specific example of how Alcoa could
hedge this exchange-rate risk.

2.9 Suppose that Daimler AG, which manufacturers
Mercedes-Benz automobiles, sells 5 million
worth of automobiles to U.S. importers. If the
current exchange rate is $1.22 = 1, and Daim-
ler agrees to accept payment of $6.1 million in
90 days, answer the following questions.

a. What exchange-rate risk does Daimler face?

b. What alternatives does Daimler have to hedge
this exchange-rate risk?

c. Give a specific example of how Daimler could
hedge this exchange-rate risk.

2.10 Suppose that the U.S. firm Halliburton buys con-
struction equipment from the Japanese firm 
Komatsu at a price of ¥250 million. The equip-
ment is to be delivered to the United States and
paid for in one year. The current exchange rate is
¥100 = $1. The current interest rate on one-year
U.S. Treasury bills is 6%, and on one-year Japanese
government bonds the interest rate is 4%.

a. If Halliburton exchanges dollars for yen
today and invests the yen in Japan for one
year, how many dollars does it need to ex-
change today in order to have ¥250 million in
one year?

b. If Halliburton enters a forward contract,
agreeing to buy ¥250 million in one year at an
exchange rate of ¥98 = $1, how many dollars
does it need today if it plans to invest the dol-
lars at the U.S. interest rate of 6%?

c. If Halliburton invests today at the U.S. interest
rate of 6%, without entering into any other
type of contract, does the firm know how
many dollars it needs today to fulfill its equip-
ment contract in one year? Briefly explain.

d. Which method(s) described in (a) through
(c) provide(s) a hedge against exchange-rate
risk? Which do(es) not? Which method is
Halliburton likely to prefer?

e. What does the forward contract exchange
rate have to be in (b) in order for the results
in (a) and (b) to be equivalent?

:

:

The law of one price states that identical products
should sell for the same price everywhere. The theory
of purchasing power parity (PPP) holds that exchange
rates move to equalize the purchasing power of differ-
ent currencies. Although the PPP theory generally
makes correct predictions about movements in 
exchange rates in the long run, it has a much poorer
track record in the short run for several reasons: Not
all products can be traded internationally; products are

differentiated; and governments impose barriers to
trade. A tariff is a tax that a government imposes on
imports. A quota is a limit that a government imposes
on the quantity of a good that can be imported.

Review Questions

3.1 What is the law of one price? How is it 
related to the theory of purchasing power parity
(PPP)?

Exchange Rates in the Long Run
Explain how exchange rates are determined in the long run.

8.3
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3.2 Is PPP a theory of exchange rate determination
in the long run or in the short run?

3.3 According to the theory of purchasing power
parity, if the price level in Great Britain rises
more slowly than the price level in Canada, what
should happen to the exchange rate between the
British pound and the Canadian dollar in the
long run?

3.4 What is a tariff? What is a quota? What are the
implications of tariffs and quotas for the theory
of PPP?

Applications and Problems

3.5 According to a survey of professional foreign-
exchange traders, the theory of purchasing
power parity is considered to be “academic jar-
gon.” Why might foreign-exchange traders not
find PPP to be useful as they trade currencies
day-to-day?

Source: Cheung, Yin-Wong, and Menzie David Chinn,
“Currency Traders and Exchange Rate Dynamics: A
Survey of the U.S. Market,” Journal of International
Money and Finance, Volume 20, Issue 4, August 2001,
pp. 439–471.

3.6 According to an article in the New York Times
published in mid-2010, “The euro, which was
trading around $1.25 on Friday, is still above
‘purchasing power parity.’”

a. What does it mean to say that a currency is
above purchasing power parity?

b. How is it possible to tell whether a currency is
above or below purchasing power parity?

Source: Jack Ewing, “Euro Zone Likes a Weaker Cur-
rency, Up to a Point,” New York Times, May 16, 2010.

3.7 [Related to Solved Problem 8.3 on page 235]
According to the Economist, which tracks the Big
Mac index:

The yuan is unquestionably undervalued.
Our Big Mac index, based on the theory of
purchasing-power parity, in which exchange
rates should equalise the price of a basket of
goods across countries, suggests that the yuan
is 49% below its fair-value benchmark with
the dollar.

a. What does the Economist mean by underval-
ued?

b. How is it possible to tell if the yuan is under-
valued against the U.S. dollar by comparing
the price of a Big Mac in the United States
with the price of a Big Mac in China?

c. Did the Economist find the dollar price of a
Big Mac in China at the current yuan–dollar
exchange rate to be higher or lower than the
price of a Big Mac in the United States?

Source: “The Big Mac Index,” Economist, March 17, 2010.

3.8 According to the theory of purchasing power
parity, what should happen to the value of the
U.S. dollar relative to the Mexican peso if each
of the following occurs?

a. Over the next 10 years, the U.S. experiences
an average annual inflation rate of 3%, while
Mexico experiences an average annual infla-
tion rate of 8%.

b. The United States puts quotas and tariffs on
many imported goods.

c. The United States enters a period of defla-
tion, while Mexico experiences inflation.

Because the exchange rate is a price, we can analyze the
most important factors affecting exchange rates by
using a demand and supply model. The demand for
U.S. dollars is determined by the demand by house-
holds and firms outside the United States for U.S.
goods and U.S. financial assets. The supply of dollars

in exchange for another currency is determined by the
willingness of households and firms that own dollars
to exchange them for the other currency. In a graph
with the vertical axis measuring the exchange rate
expressed as units of foreign currency per dollar and
the horizontal axis measuring the quantity of dollars

A Demand and Supply Model of Short-Run Movements in Exchange Rates
Use a demand and supply model to explain how exchange rates are determined in the
short run.

8.4

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

www.myeconlab.com


exchanged for foreign currency, the demand curve for
dollars will be downward sloping, and the supply curve
of dollars will be upward sloping. The trade-weighted
exchange rate is an index number representing the ex-
change rate. The trade-weighted exchange rate for the
U.S. dollar weights each individual exchange rate by
the share of that country’s trade with the United States.
International capital mobility refers to the ease with
which investments can be made in other countries.
The interest-rate parity condition states that the in-
terest rate on a domestic bond should be equal to the
interest rate on an equivalent foreign bond minus the
expected appreciation of the domestic currency against
the foreign currency. The interest-rate parity condition
does not always hold exactly. Investors usually demand
a currency premium to hold an investment denomi-
nated in a foreign currency.

Review Questions

4.1 Look again at Figure 8.3 on page 237 and answer
the following questions.

a. Why is the demand curve for foreign ex-
change downward sloping?

b. Why is the supply curve for foreign exchange
upward sloping?

c. Who would be interested in exchanging dol-
lars for yen?

d. Who would be interested in exchanging yen
for dollars?

4.2 Draw a graph of the demand and supply of U.S.
dollars in exchange for Japanese yen to illustrate
each of the following situations.

a. Sales of Apple iPhones and iPads soar in
Japan.

b. The interest rate on one-year Japanese gov-
ernment bonds rises relative to the interest
rate on one-year U.S. Treasury bills.

c. The Japanese government runs huge budget
deficits, and investors believe that the govern-
ment may default on its bonds.

4.3 What is the trade-weighted exchange rate of the
U.S. dollar? What explains the increase in the
trade-weighted exchange rate of the U.S. dollar
in the late 1990s and late 2000s?

4.4 What is the interest-rate parity condition? How
does the interest-rate parity condition account

for differences in interest rates in different coun-
tries on similar bonds?

4.5 What are the main reasons that interest-rate
parity may not hold exactly?

Applications and Problems

4.6 According to an article in the Wall Street Journal
in June 2010, “Treasurys should continue to
benefit from the flight-to-safety bid that caught
hold this spring on concerns about debt-laden
euro-zone nations and the health of euro-zone
banks.”

a. What is a “flight to safety”?

b. How would the flight to safety described in
this article affect the exchange rate between
the U.S. dollar and the euro? Illustrate your
answer with a demand and supply graph
showing the market for U.S. dollars in ex-
change for euros.

Source: Deborah Lynn Blumberg, “Long-Term Trea-
surys Outperform as Flight to Safety Rolls On,” Wall
Street Journal, June 2, 2010.

4.7 An article in the New York Times claims, “In a
global market, the main reason one currency of-
fers a higher interest rate than another is that it
is compensating the holder for exchange rate
risk.” Briefly explain whether you agree.

Source: Mike Dolan, “Regulators Tackle ‘Carry
Trades,’” New York Times, February 10, 2010.

4.8 Suppose that the current exchange rate between
the yen and the dollar is ¥100 = $1 and that the
interest rate is 4% on a one-year bond in Japan
and 3% on a comparable bond in the United
States. According to the interest-rate parity 
condition, what do investors expect the ex-
change rate between the yen and the dollar 
to be in one year?

4.9 Suppose that the current exchange rate is 
1.50 = £1, but it is expected to be 1.35 = £1

in one year. If the current interest rate on a one-
year government bond in the United Kingdom is
4%, what does the interest-rate parity condition
indicate the interest rate will be on a one-year
government bond in Germany? Assume that
there are no differences in risk, liquidity, taxa-
tion, or information costs between the bonds.

::
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D8.1: Go to www.stlouisfed.org/fred2/ and under
Categories select “Exchange Rates.” Select
“monthly rates” and graph the euro, the yen, and
the Canadian dollar against the U.S. dollar for
the years 2001–2010. Answer the following
questions on the basis of your graphs.

a. In what year did the euro reach its highest
value?

b. During the financial crisis of 2007–2009, did
the euro appreciate or depreciate against the
dollar?

D8.2: The text says that currency pairs are not always
listed consistently. Instead, there are certain “tra-
ditions” about how the currency pairs are re-
ported, such as U.S. dollars per foreign currency
or foreign currency per U.S. dollar. Go to www.
bloomberg.com and under the “Market Data”
pulldown click on Currencies. How are the
currency pairs listed for the euro (EUR), yen
(JPY), and pound (GBP) versus the dollar?
What are the current exchange rates listed?

DATA EXERCISES

4.10 [Related to Solved Problem 8.4 on page 241]
An article in the Wall Street Journal describes the
“carry trade”: “which involves borrowing money
in countries such as Japan where interest rates
are low, then investing it where rates are higher
and pocketing the difference.” Is it possible for
the carry trade to be profitable if the interest-
rate parity condition holds?

Source: Neil Shah, “Carry Trade Has Euro in Its
Grips,” Wall Street Journal, May 24, 2010.

4.11 [Related to the Making the Connection on page
242] In May 2010, the Fed and the European Cen-
tral Bank reopened the dollar liquidity swap lines
following concerns that Greece might default on
some of its government bonds. The Fed said that
it took this step because of “strains in U.S. dollar
short-term funding markets in Europe.”

a. What are “U.S. dollar short-term funding
markets in Europe”?

b. How do dollar liquidity swap lines ease
strains in these markets?

Source: Sewell Chan, “Fed Intervenes in 
European Debt Crisis,” New York Times, May 10,
2010.

4.12 [Related to the Chapter Opener on page 224]
An article observes: “The Federal Reserve an-
nounced that it would open currency swap
lines—in essence, printing dollars and exchang-
ing them for euros. . . .” Why would the Fed and
the European Central Bank enter into such an
agreement?

Source: Sewell Chan, “Fed Intervenes in European
Debt Crisis,” New York Times, May 10, 2010.
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LEARNING OBJECTIVES
After studying this chapter, you should be able to:

C H A P T E R 9
Transactions Costs, Asymmetric
Information, and the Structure 
of the Financial System

9.1 Analyze the obstacles to matching savers
and borrowers (pages 253–255)

9.2 Explain the problems that adverse selection
and moral hazard pose for the financial 
system (pages 255–267)

9.3 Use economic analysis to explain the 
structure of the U.S. financial system 
(pages 267–271)

BUYER BEWARE IN FINANCIAL MARKETS!

In April 2010, Wall Street was stunned to learn that
the Securities and Exchange Commission (SEC), the
federal government agency that regulates the securities
markets, was suing the Goldman Sachs investment
bank for civil fraud. The charges involved sophisticat-
ed securities called collateralized debt obligations
(CDOs). CDOs are typically composed of mortgage-
backed securities and other financial assets.

Goldman Sachs had constructed the CDOs,
labeled “Abacus 2007-AC1,” from 90 mortgage-backed

securities, each of which contained thousands of
individual mortgages. Investors who bought the CDOs
expected to receive interest payments based on pay-
ments made by the mortgage-backed securities, which
were in turn based on payments made by the people
who had taken out the underlying mortgages to buy
houses. Investors would receive a higher interest rate
on the CDOs than they would have received on a
default-free U.S. Treasury bond. In exchange for this
higher interest rate, investors accepted the risk that

Key Issue and Question

At the end of Chapter 1, we noted that the financial crisis that began in 2007 raised a series of
important questions about the financial system. In answering these questions, we will discuss essen-
tial aspects the financial system. Here are the key issue and key question for this chapter:

Issue: During the 2007–2009 financial crisis, many economists noted that problems in the market
for bonds had the potential to deepen the economic recession and slow the recovery because firms
rely more heavily on bonds than on stocks as a source of external finance.

Question: Why do firms rely more on bonds than on stocks as a source of external finance?

Answered on page 271

252

Continued on next page 



people might stop making payments on the mortgages
included in the CDOs, which would reduce the 
payments to investors and cause the price of the CDOs
to fall. Even though the only two buyers of the Abacus
CDOs were sophisticated institutional investors—IKB
Deutsche Industriebank, a large German bank, and
ACA Capital, a bond insurance firm—it was difficult
for them to determine how likely the underlying mort-
gages were to default. The buyers appear to have relied
on the bond rating agencies Moody’s and Standard &
Poor’s, which both gave the Abacus CDOs their highest
rating, indicating that the possibility of the securities
defaulting was quite low.1

What neither IKB nor the ratings agencies realized,
however, was that Goldman Sachs had allowed execu-
tives for the hedge fund firm Paulson & Co. to help pick
the mortgage-backed securities to be included in the
deal. Were the executives for Paulson & Co. looking for
solid mortgage-backed securities that were unlikely to
default so that the hedge fund could safely invest in the
Abacus CDOs? On the contrary, the SEC charged that
the executives wanted the worst mortgage-backed secu-
rities, those with the greatest chance of default, to be
included in the CDOs. Why? Because rather than invest-
ing in these CDOs, Paulson & Co. intended to place bets
that the CDOs would lose value. Paulson & Co. planned
to place these bets by using credit default swap (CDS)
contracts. If the price of the underlying bond on which
the CDS contract is issued declines, then the issuer must
make a payment to the buyer. Paulson & Co.’s invest-
ment in CDS contracts written on the Abacus CDOs
paid off handsomely, with the firm making more than

$1 billion. Unfortunately, the buyers of the Abacus
CDOs lost $1 billion because within months of the
CDOs having been issued, defaults on the mortgages
underlying the CDOs soared, and the prices of the
CDOs plummeted. The seller of the CDS contracts,
ABN Arno, a Dutch bank that was later acquired by the
Royal Bank of Scotland, also lost close to $1 billion.

The SEC sued Goldman Sachs because it said that
the investment bank should have told investors that a
hedge fund that intended to bet against the CDOs had
helped to put them together. Eventually, Goldman Sachs
settled the case by agreeing to pay the SEC a fine of $500
million, while not admitting to any wrongdoing.

The case highlights the important problem of
asymmetric information in financial markets.
Asymmetric information refers to a situation in which
one side of a market transaction has more information
than the other side. In this case, Goldman Sachs, as the
seller of the Abacus CDOs, clearly had more informa-
tion than did the buyers. Why didn’t IKB invest directly
in mortgages rather than buy a CDO put together by
Goldman Sachs? As we will discuss, investors frequent-
ly face very high transactions costs when making
individual investments, and so investors—including
institutional investors such as IKB—rely on financial
intermediaries such as Goldman Sachs. The Abacus
CDO case also raised the question of whether financial
markets can function well when financial securities
become very complex and difficult for many
investors—even sophisticated investors—to understand.

AN INSIDE LOOK AT POLICY on page 272 discusses
the role of bond rating agencies in the Abacus case.

Obstacles to Matching Savers and Borrowers 253

1Note that the Abacus CDOs were technically “synthetic CDOs,” which means that they did not actually
contain the underlying mortgage-backed securities. Instead, the prices of the CDOs would change as 
the prices of the designated mortgage-backed securities changed. From the standpoint of the gains or
losses an investor would receive, there was no real difference between CDOs and synthetic CDOs.

Sources: Aaron Lucchetti and Serena Ng, “Abacus Deal: As Bad as They Come,” Wall Street Journal, April 20, 2010; Gregory Zuckerman,
“Paulson Point Man on CDO Deal Emerges as Key Figure,” Wall Street Journal, April 19, 2010; and Sewell Chan and Louise Story, “Goldman
Pays $550 Million to Settle Fraud Case,” New York Times, July 15, 2010.

In this chapter, we analyze how factors such as asymmetric information and transac-
tions costs explain the structure of the financial system. In particular, we look at what
explains certain key facts about the financial system.

Obstacles to Matching Savers and Borrowers
Some people have funds to lend, and some people would like to borrow funds. Bringing
savers and borrowers together is the role of the financial system. It would seem simple
to bring savers and borrowers together to make a deal—lending money—that can 

9.1

Learning Objective
Analyze the obstacles
to matching savers and
borrowers.



benefit both. But, as we have already seen in previous chapters, the financial system can
be quite complex. Why the complexity? We can begin to answer this question by con-
sidering obstacles that can make it difficult for savers to find borrowers that they are
willing and able to lend to and for borrowers to find savers who are willing to make
loans to them.

The Problems Facing Small Investors
Suppose that you have saved $500 from working part time, and you want to invest it.
Should you invest your money in stocks? A stockbroker will tell you that the commis-
sions you must pay will be large relative to the size of your purchases because you are
investing a small amount of money. This cost will be particularly high if you are
attempting to diversify by buying a few shares each of different stocks. Should you turn
instead to the bond market to buy, say, a bond issued by Microsoft? Unfortunately, with
the bond having a face value of $1,000, you lack the money to buy even one bond.

Having had no luck with financial markets, you look for another way to invest
your money. Conveniently, your roommate’s cousin needs $500 to develop a new
application (app) for the Apple iPad. He offers to pay you a 10% interest rate if you
loan him the $500 for one year. But how do you know that he is actually any good at
writing apps? If his app fails, you suspect that he won’t pay you back. Maybe you
should seek out other borrowers and see what they would use your money for. Then
you discover another problem: Your friend who is in law school tells you that to draw
up a contract spelling out the terms of the loan—and what rights you would have if
the borrower doesn’t pay you back—would probably cost $300, which is more than
half the money you have to invest. After hearing this news, you decide to forget about
investing your $500. This is not just bad news for you, but also for the app developer,
who will face the same difficulty in trying to raise funds from other individual
investors.

This example illustrates the concept of transactions costs, which are the costs of
making a direct financial transaction, such as buying a stock or bond, or making a
loan. In this example, the transactions costs would include the legal fees you would
have to pay to draw up a contract with the borrower of your money and the time you
spent trying to identify a profitable investment. This example also illustrates the con-
cept of information costs, which are the costs that savers incur to determine the cred-
itworthiness of borrowers and to monitor how they use the acquired funds. Because of
transactions costs and information costs, savers receive a lower return on their invest-
ments and borrowers must pay more for the funds they borrow. And, as we have just
seen, in some cases, these costs mean that funds are never lent or borrowed at all.
Although transactions costs and information costs reduce the efficiency of the finan-
cial system, they also create a profit opportunity for individuals and firms that can
reduce those costs.

How Financial Intermediaries Reduce Transactions Costs
High transactions costs make individual savers unlikely to lend directly to borrowers.
By the same token, small to medium-sized firms that need to borrow money—or sell
part ownership of the firm to raise funds—are unlikely to find individuals willing to
invest in them. As a result, both small investors and small- to medium-sized firms
turn to financial intermediaries, such as commercial banks and mutual funds, to
meet their financial needs. For example, mutual funds such as Putnam Investment’s
Voyager Fund sell shares to many individual investors and use the funds to invest in
a diversified portfolio of stocks and bonds. While an investor with just $500 to invest
would find it difficult to buy a diversified portfolio without incurring substantial
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Transactions costs The
cost of a trade or
exchange; for example, the
brokerage commission
charged for buying or sell-
ing a financial asset.

Information costs The
costs that savers incur to
determine the creditworthi-
ness of borrowers and to
monitor how they use the
funds acquired.



transactions costs, mutual funds provide diversification with low transactions costs.
Similarly, an investor could purchase a certificate of deposit from a commercial
bank. The commercial bank could then use the funds to make loans to household
and business borrowers.

How are banks, mutual funds, and other financial intermediaries able to reduce
transactions costs sufficiently to be able to meet the needs of savers and borrowers
while still making a profit? Financial intermediaries are able to take advantage of
economies of scale, which refers to the reduction in average cost that results from an
increase in the volume of a good or service produced. For example, the fees dealers in
Treasury bonds charge investors to purchase $1,000,000 worth of bonds are not much
higher than the fees they charge to purchase $10,000 worth of bonds. By buying $500
worth of shares in a bond mutual fund that purchases millions of dollars worth of
bonds, an individual investor can take advantage of economies of scale.

There are other ways in which financial intermediaries take advantage of economies
of scale. For example, because banks make many loans, they rely on standardized legal
contracts, so the costs of writing these contracts are spread over many loans. Similarly,
bank loan officers devote their time to evaluating and processing loans, so through this
specialization, they are able to process loans efficiently, reducing the time required—and,
therefore, the cost per loan. Financial intermediaries also take advantage of sophisticated
computer systems that provide financial services, such as those supplied by automated
teller machine networks.

To understand how financial intermediaries can also help reduce information
costs, we need to consider the nature of information costs more closely. We do this in
the next section.

The Problems of Adverse Selection and Moral Hazard
When savers lend to borrowers, a key consideration is the financial health of the bor-
rower. Savers don’t lend to borrowers who are unlikely to pay them back.
Unfortunately for savers, borrowers in poor financial health have an incentive to dis-
guise this fact from savers. For example, a company selling bonds to investors may
know that its sales are declining rapidly, and it is near bankruptcy, but the buyers of the
bonds may lack this information. Asymmetric information describes the situation in
which one party to an economic transaction has better information than does the
other party. In financial transactions, typically the borrower has more information
than does the lender.

Economists distinguish between two problems arising from asymmetric information:

1. Adverse selection is the problem investors experience in distinguishing low-risk
borrowers from high-risk borrowers before making an investment.

2. Moral hazard is the problem investors experience in verifying that borrowers are
using their funds as intended.

Sometimes, the costs arising from asymmetric information can be so great that an
investor will lend only to borrowers who are transparently low risk, such as the feder-
al government. However, more generally, there are practical solutions to the problems
of asymmetric information, in which financial markets or financial intermediaries
lower the cost of information needed to make investment decisions.

Adverse Selection
George Akerlof, of the University of California, Berkeley, was the first economist to
analyze the problem of adverse selection. He did so in the context of the used car 
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market. Akerlof was awarded the Nobel Prize in Economics for his research into the
economics of information. Akerlof noted that the seller of a used car will always have
more information on the true condition of a car than will a potential buyer. A “lemon,”
or a car that has been poorly maintained—by, for instance, not having its oil changed
regularly—could have damage to its engine that even a trained auto mechanic might
have difficulty detecting. The prices that potential buyers are willing to pay for used
cars will reflect the buyers’ lack of complete information on the true condition of the
cars. Consider a simple example: Suppose that you are in the market for a used 2008
Honda Element. Suppose also that you and other buyers would be willing to pay
$15,000 for a good, well-maintained car but only $7,000 for a lemon. Unfortunately,
you cannot tell the lemons from the good cars, but you have read an online report that
indicates that about 75% of used 2008 Elements are well maintained, while the other
25% are lemons. In Chapter 4, we introduced the concept of expected return, which is
calculated by adding up the probability of each event occurring multiplied by the value
of each event. In this case, we can calculate the expected value to you of a 2008 Honda
Element you choose randomly from among those available for sale:

Or,

It seems reasonable for you to be willing to pay a price for a Honda Element equal
to the expected value of $13,000. Unfortunately, you are likely to run into a major
problem: From your perspective, given that you don’t know whether any particular car
offered for sale is a good car or a lemon, an offer of $13,000 seems reasonable. But the
sellers do know whether they are selling good cars or lemons. To a seller of a good car,
an offer of $13,000 is $2,000 below the true value of the car, and the seller will be reluc-
tant to sell. But to a seller of a lemon, an offer of $13,000 is $6,000 above the value of
the car, and the seller will be happy to sell. As sellers of lemons take advantage of know-
ing more about the cars they are selling than buyers do, the used car market is subject
to adverse selection: Most used cars offered for sale will be lemons. In other words,
because of asymmetric information, the used car market has adversely selected the cars
that will be offered for sale. Notice as well that the problem of adverse selection reduces
the total quantity of used cars bought and sold in the market because few good cars are
offered for sale. From Akerlof ’s analysis of adverse selection in the used car market, we
can conclude that information problems reduce economic efficiency in a market.

To reduce the costs of adverse selection, car dealers act as intermediaries between
buyers and sellers. To maintain their reputations with buyers, dealers are less willing to
take advantage of private information about the quality of the used cars that they are
selling than are individual sellers, who will probably sell at most a handful of used cars
during their lifetimes. As a result, dealers sell both lemons and good cars at their true
values. In addition, government regulations require that car dealers disclose informa-
tion about the cars to consumers.

“Lemons Problems” in Financial Markets How do adverse selection problems affect
the ability of stock and bond markets to channel funds from savers to investors? First,
consider the stock market. Take a simple example, similar to the one we just used for
the automobile market. Suppose that there are good firms and bad, or lemon, firms.
The firms are aware of whether they are good or lemons, but on the basis of available
information, potential investors cannot tell the difference. Recall from Chapter 6 that

Expected value = (0.75 * $15,000) + (0.25 * $7,000) = $13,000.

+ (Probability car is a lemon) * (Value if a lemon).

Expected value = (Probability car is good) * (Value if good)
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the fundamental value of a share of stock should be equal to the present value of all the
dividends an investor expects to receive into the indefinite future. Suppose that given
your expectations of future dividends to be paid, you believe the value of the stock
issued by a good firm is $50 per share but the value of stock issued by a lemon firm is
only $5 per share. You are convinced from your reading of the Wall Street Journal and
financial Web sites that 90% of firms offering stock for sale are good firms and 10%
are lemon firms, but you lack the information to determine whether any particular
firm is a good firm or a lemon firm.

You can use these assumptions to calculate the expected value to you of a share of
stock issued by a randomly chosen firm among all the firms offering to sell stock:

So, you would be willing to pay $45.50 for a share of stock, but to a good firm this is
below the fundamental value of the stock. To sell shares at that low a price would be to
sell part ownership of the firm—which is what shares of stock represent—for less than
its true value. Therefore, good firms will be reluctant to sell stock at this price. Lemon
firms, though, will be very willing to sell stock at this price because it is well above the
true value of their shares. As lemon firms take advantage of knowing more about the
true value of their firms than investors do, the stock market, like the used car market,
is subject to adverse selection.

One of the consequences of adverse selection in the stock market is that many
small- to medium-sized firms will be unable or unwilling to issue stock. These firms
will be unable to find investors willing to buy their shares—because the investors will
be afraid of buying stock in what may turn out to be a lemon firm—or unwilling to
sell shares for far below their fundamental value. As a result, in the United States only
about 5,100 firms are publicly traded, which means that they are able to sell stock on
the stock markets. These firms are large enough that investors can easily find informa-
tion about their financial health from such sources as reports by Wall Street analysts
and articles by financial journalists. This information helps investors overcome the
adverse selection problem.

Adverse selection is present in the bond market as well. Just as investors are reluc-
tant to buy the stock of firms when the investors are unsure whether the firms are good
firms or lemons, they are also reluctant to lend money to firms by buying their bonds.
Because the risk in lending to lemon firms is greater than the risk in lending to good
firms, if investors had complete information on the financial health of every firm, they
would be willing to lend money to good firms at a low interest rate and lend money to
lemon firms at a high interest rate. Because of asymmetric information, though,
investors are often reluctant to make any loans at high interest rates. Investors often
reason that as interest rates on bonds rise, a larger fraction of the firms willing to pay
the high interest rates are lemon firms. After all, the managers of a firm facing bank-
ruptcy may well be willing to pay very high interest rates to borrow funds that can be
used to finance risky investments. If the investments do not succeed, the managers are
no worse off than they were before: The firm will still be facing bankruptcy. Investors
who bought the bonds, however, will be considerably worse off than if they had put
their funds in a less risky investment. In other words, as interest rates rise, the credit-
worthiness of potential borrowers is likely to deteriorate, making the adverse selection
problem worse. Because investors realize this problem, they are likely to reduce the
number of loans they are willing to make rather than to raise interest rates to the level
at which the quantity of funds demanded and supplied are equal. This restriction of
lending is known as credit rationing. When lenders ration credit, firms—whether they
are good firms or lemons—may have difficulty borrowing funds.

Expected value = (0.90 * $50) + (0.10 * $5) = $45.50.
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To summarize, in the market for used cars, adverse selection causes bad cars to
push good cars from the market. In the stock market, adverse selection makes it diffi-
cult for any but the largest firms to sell stocks. And in the bond market, adverse selec-
tion leads to credit rationing.

Adverse selection is costly for the economy. When investors have difficulty obtain-
ing information on good firms, the cost of raising funds for those firms increases. This
situation forces many firms to grow primarily through investment of internal funds,
which are profits the firms have earned or funds raised from the owners of the firm.
Since World War II, U.S. firms have raised more than two-thirds of the funds they need
internally. Because the firms most affected by adverse selection problems are younger
firms in dynamic, emerging sectors of the economy, such as software and biotechnol-
ogy, opportunities for growth of physical capital, employment, and production are
likely to be restricted.

Attempts to Reduce Adverse Selection Financial market participants and the gov-
ernment have taken steps to try to reduce problems of adverse selection in financial
markets. Following the great stock market crash of October 1929, it became clear that
many firms selling stock on the New York Stock Exchange had not disclosed to
investors crucial information on the firms’ financial health or had actively misled
investors about the firms’ true condition. In response, in 1934 Congress established the
Securities and Exchange Commission (SEC) to regulate the stock and bond markets.
The SEC requires that publicly traded firms report their performance in financial
statements, such as balance sheets and income statements, that the firms must prepare
using standard accounting methods. In addition, firms must disclose material informa-
tion, which is information that, if known, would likely affect the price of a firm’s stock.
The disclosure of information required by the SEC reduces the information costs of
adverse selection, but it doesn’t eliminate them for several reasons.

First, some good firms may be too young to have much information for potential
investors to evaluate. Second, lemon firms will try to present the information in the best
possible light so that investors will overvalue their securities. Third, there can be legiti-
mate differences of opinion about how to report some items on income statements and
balance sheets. For example, during the financial crisis of 2007–2009, many banks and
other financial firms had on their balance sheets assets, such as loans and mortgage-
backed securities, that had become illiquid. The markets for these assets “seized up,”
meaning that little or no buying and selling was occurring in them. In that situation,
investors had difficulty discovering the true prices of the assets by reading these firms’
balance sheets. Finally, the interpretation of whether information is material can be
tricky. For example, some investors criticized Apple because the firm delayed reporting
that CEO Steve Jobs had undergone a liver transplant in April 2009. Although represen-
tatives of Apple argued that Jobs’s health problems were a private matter, some investors
believe that the problems should have been more fully disclosed because they could
have affected the future profitability of the firm and, therefore, its stock price.

Private firms have tried to reduce the costs of adverse selection by collecting infor-
mation on firms and selling the information to investors. As long as the firms gathering
information do a good job, savers purchasing the information will be better able to judge
the quality of borrowers, improving the efficiency of lending. Although investors must
pay for the information, they can still benefit if the information enables them to earn
higher returns. Firms such as  Moody’s Investors Service, Standard & Poor’s, Value Line,
and Dun & Bradstreet specialize in collecting information from a variety of sources,
including firms’ income statements, balance sheets, and investment decisions, and sell it
to subscribers. Buyers include individual investors, libraries, and financial intermediaries.
You can find some of these publications in your college library or online.
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Private information-gathering firms can help minimize the cost of adverse selec-
tion, but they cannot eliminate it. Although only subscribers pay for the information
collected, others can benefit without paying for it. Individuals who gain access to the
information without paying for it are free riders. That is, they obtain the same benefits
as those paying for the information, without incurring the costs. It is easy to photo-
copy and distribute the reports that private information-gathering firms prepare—or
to scan them and post them on the Internet—so there may be many free riders for
every paid subscriber. Because, in effect, private information-gathering firms end up
providing their services to many investors for free, they are unable to collect as much
information as they would if they didn’t have to face the free-rider problem. In fact, as
we saw in Chapter 6, in rating bonds Moody’s and Standard & Poor’s were forced to
shift from a business model that involved charging investors for information on the
creditworthiness of firms issuing bonds, to charging the issuing firms.

The Use of Collateral and Net Worth to Reduce Adverse Selection Problems The
disclosure of information, either directly as a result of government regulation or indi-
rectly as a result of the efforts of private information-gathering firms, does not elimi-
nate adverse selection, so lenders often rely on financial contracts that are designed to
help reduce the problem. If the owners of a firm have invested little of their own
money in their firm, they don’t have much to lose if they default on bonds or fail to
pay back loans. To make it more costly for firms to take advantage of their asymmet-
ric information, lenders often require borrowers to pledge some of their assets as
collateral, which the lender claims if the borrower defaults. For example, a firm that
owns a warehouse may have to pledge the warehouse as collateral when issuing a bond.
If the firm fails to make the coupon payments on the bond, investors can seize the
warehouse and sell it to cover their losses on the bond. Only very large, well-known
firms, such as Microsoft and General Electric, are able to sell debentures, which are
bonds issued without specific collateral.

Net worth, which is the difference between the value of a firm’s assets and the
value of its liabilities, provides the same assurance to lenders as does collateral. When
the firm’s net worth is high, the firm’s managers have more to lose by using borrowed
money for high-risk investments. The managers of a firm with low net worth, on the
other hand, have less to lose. Therefore, investors often reduce the chance of adverse
selection by restricting their lending to high-net-worth firms.

In the end, though, the cost of adverse selection makes it difficult for firms to raise
funds on financial markets. The costs of adverse selection are another reason, in addi-
tion to high transactions costs, many firms turn to financial intermediaries when they
need external finance.

How Financial Intermediaries Reduce Adverse Selection Problems Financial
intermediaries, particularly banks, specialize in gathering information about the
default risk of borrowers. Banks know from long experience which characteristics of
borrowers—both households and firms—are likely to be good predictors of default
risk. Some of the information that banks rely on is widely available to any financial
institution. This information includes credit reports and the FICO credit score, com-
piled by the firm now called FICO and formerly called Fair Isaac. But individual banks
also have access to information on particular lenders that is not generally available. The
ability of banks to assess credit risks on the basis of private information about borrow-
ers is called relationship banking. For example, a local bank may have been making
loans to a local car dealership over a period of years, so the bank will have gathered
information on the creditworthiness of the dealership that other potential lenders
would have difficulty acquiring.
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Banks raise funds from depositors, and, using their superior information on bor-
rowers’ creditworthiness, they lend the deposits to borrowers who represent good risks.
Because banks are better able than individual savers to distinguish good borrowers
from lemons, banks can earn a profit by charging a higher interest rate on loans than
they pay to depositors. Depositors are willing to accept the low interest rate because
they know that transactions costs and information problems make it difficult for them
to lend their funds directly to borrowers.

Banks can profit from their private information about borrowers because under
relationship banking, they hold many of the loans they make. So, investors have a dif-
ficult time making a profit by observing which loans banks make and copying them.
Banks can profit from gathering information on local businesses and households
because it is difficult for other investors to compete with them for this loan business.
The information advantage banks gain from relationship banking allows them to
reduce the costs of adverse selection and explains the key role banks play in providing
external financing to firms.
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Making the Connection

Has Securitization Increased Adverse Selection Problems 
in the Financial System?
The episode involving Goldman Sachs’s Abacus collateralized debt obligations (CDOs)
discussed at the beginning of the chapter appears to be a clear-cut case of adverse selec-
tion. IKB, the large German bank that purchased Abacus CDOs, believed that the
investment had an interest rate high enough to offset the risk that the mortgages
underlying the CDOs might default. According to the SEC, however, IKB was not told
that executives of Paulson & Co. helped select the mortgage bonds in the Abacus CDOs
and intended to place bets that the CDOs would lose value. The executives therefore
wanted the CDOs to contain the mortgage-backed securities with the greatest chance
of default. So, what IKB expected to be a good CDO was, according to the SEC,
designed to be a lemon.

The Abacus CDO resulted from the process of securitization, which, involves
bundling loans, such as mortgages, into securities that can be sold on financial mar-
kets. The increase in securitization over the past 15 years may have led to an increase
in adverse selection. As we have seen, under relationship banking, banks have an incen-
tive to acquire information about potential borrowers and to use that information to
make loans to households and firms. With relationship banking, banks earn profits
based on the difference between the interest rates they pay depositors and the interest
rates they earn on loans, most of which they hold until maturity. Securitization
changes the focus of banks from relationship banking to what is called the originate-
to-distribute business model. With this model, banks still grant loans, but rather than
hold them to maturity, banks either securitize the loans themselves or sell them to
other financial firms or to government agencies to be securitized. In either case, the
banks hold the loans for a brief period rather than holding them to maturity. With the
originate-to-distribute model, banks earn a profit from fees they receive from originat-
ing the loans and from fees they charge to process the loan payments that they receive
from borrowers and pass on to the holders of the securities.

Some economists and policymakers argue that the originate-to-distribute model
has reduced banks’ incentive to distinguish between good borrowers and lemon 
borrowers. In other words, the model has reduced banks’ incentive to reduce adverse



selection. Once a loan has been securitized, if the borrower defaults, the owner of the
security, rather than the bank that originated the loan, suffers most of the loss. In addi-
tion, some economists have argued that banks may use their information advantage to
sell off the riskier loans while retaining the less risky loans for their own portfolios. It
can be difficult for an investor purchasing securitized loans to evaluate the riskiness of
loans included in the securities. Rating agencies, such as Moody’s and Standard &
Poor’s, also have less information about the riskiness of the loans contained in the
securities than do the banks that originated the loans. Securitization provides certain
advantages to the financial system: It allows increased risk sharing, it increases liquid-
ity in loan markets, it reduces the interest rates borrowers pay on loans, and it allows
investors to diversify their investment portfolios. Securitization has the disadvantage
that it may have inadvertently increased adverse selection problems.

Antje Berndt, of Carnegie Mellon University, and Anurag Gupta, of Case Western
Reserve University, have studied the effects of the originate-to-distribute model on
adverse selection. They examined loans banks made to corporations during the period
from the beginning of 2000 through the end of 2004. They found that corporations
whose bank loans ended up being securitized were significantly less profitable over the
three-year period following the sale of their loans than were corporations whose bank
loans were not sold or corporations that did not borrow funds from banks. Berndt and
Gupta’s results seem to indicate that either banks were less careful in making loans that
they intended to securitize or that they were more likely to sell loans that they had
granted to less profitable firms.

In the Dodd-Frank Wall Street Reform and Consumer Protection Act passed in July
2010, Congress addressed the possibility that securitization has increased adverse selec-
tion in the financial system. The bill requires banks and other financial firms that sell
certain mortgage-backed securities and CDOs to retain at least 5% of the total securi-
ties issued, although there remained some questions about how the provisions would be
administered. The debate over the impact of securitization is likely to continue.

Sources: Antje Berndt and Anurag Gupta, “Moral Hazard and Adverse Selection in the Originate to
Distribute Model of Bank Credit,” Journal of Monetary Economics, July 2009, Vol. 56, No. 5, pp.
725–743; and Dennis K. Berman, “Do Sold-off Corporate Loans Do Worse?” Wall Street Journal,
November 19, 2008.

Test your understanding by doing related problems 2.15 and 2.16 on page 276 at
the end of this chapter.
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Solved Problem 9.2
Why Do Banks Ration Credit?

During the spring of 2010, an article in the Economist
magazine made the following observations about bank
lending in the United States:

. . . [S]mall business, the section of the economy that
generates new jobs, is not getting access to credit.
The National Federation of Independent Businesses
says that the percentage of small business owners
having access to credit fell 20% in the past year; only

38% of those applying for a new credit line received
one.

a. Why would banks be unwilling to make loans to
small businesses? If the banks believe some of the
loans are risky, why wouldn’t they just charge a
higher interest rate to compensate for the risk?

b. Does the fact that the period involved here was
shortly after the end of a deep recession matter?

Source: From “Buttonwood’s Notebook.” The Economist, March 30, 2010. Reprinted with permission of The Economist.



Solving the Problem
Step 1 Review the chapter material. This problem is about adverse selection and

credit rationing, so you may want to review the section “Adverse Selection,”
which begins on page 255.

Step 2 Answer part (a) by explaining how raising interest rates on loans can
increase adverse selection problems for banks. We’ve seen that lenders can
be reluctant to increase the interest rates they charge borrowers because high
interest rates may attract less creditworthy borrowers. That is, higher interest
rates may increase adverse selection. Although banks specialize in gathering
information on borrowers, they still know less about the true financial state of
borrowers than do the borrowers. A small business that is close to declaring
bankruptcy may see a bank loan as a financial lifeline and be less concerned
about having to pay a high interest rate than would a borrower in better financial
health.

Step 3 Answer part (b) by discussing whether it mattered that the period involved
was near the end of a deep recession. During the financial crisis, many banks
engaged in credit rationing by limiting the number of loans they offered bor-
rowers rather than increasing the interest rates they charged on loans. During
any recession, the financial health of households and firms will deteriorate as
workers lose their jobs and firms experience declining sales and profits. The
result is that the number of lemon borrowers rises relative to the number of
good borrowers. Banks, therefore, have to be more cautious in granting loans
and will avoid actions—such as raising interest rates on loans—that are like-
ly to increase their adverse selection problems.

For more practice, do related problem 2.17 on page 276 at the end of this chapter.

Moral Hazard
Even after a lender has gathered information on whether a borrower is a good borrow-
er or a lemon borrower, the lender’s information problems haven’t ended. There is still
a possibility that after a lender makes a loan to what appears to be a good borrower,
the borrower will not use the funds as intended. This situation, known as moral hazard,
is more likely to occur when the borrower has an incentive to conceal information or
to act in a way that does not coincide with the lender’s interests. Moral hazard arises
because of asymmetric information: The borrower knows more than the lender does
about how the borrowed funds will actually be used.

Moral Hazard in the Stock Market If you buy a firm’s stock, you hope that the firm’s
management maximizes profits so that the value of your investment will increase.
Unfortunately, monitoring whether the firm’s management is actually doing this is
extremely difficult for an individual investor, which is the basis for a significant moral
hazard problem. When you buy stock Microsoft has newly issued, you can’t tell
whether the firm will spend your money wisely on research and development of a new
version of Windows or fritter it away on gold faucets in the new executive bathroom.
The investment in research and development is likely to increase Microsoft’s profits
and your returns, while the gold faucets are not.

The organization of large, publicly traded corporations results in a separation of own-
ership from control. That is, legally, shareholders own the firm, but the firm is actually run
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by its top management—the chief executive officer (CEO), the chief operating officer
(COO), the chief financial officer (CFO), and so on. In most large corporations, the
top managers own only a small fraction of the firm’s stock, typically less than 5%.
Although the shareholders are interested in the managers running the firm so as to
maximize the value of the shareholders’ investment, the managers may have other
objectives. Some top managers are accused of being “empire builders” who are inter-
ested in making the firm as large as possible through growth and the acquisition of
other firms, even if the firm would be more profitable if it were smaller. Other top
managers seem more concerned with using corporate jets and holding meetings in
expensive vacation spots than with the firm’s profits. Economists refer to the possibil-
ity that managers will pursue objectives different from those of shareholders as a
principal–agent problem. The shareholders, as owners of the firm, are the principals,
while the top managers, who are hired to carry out the owner’s wishes, are the agents.

Managers even have an incentive to underreport profits so that they can reduce the
dividends they owe to shareholders and retain the use of the funds. Problems of under-
reporting are reduced to some extent because the SEC requires managers to issue
financial statements prepared according to generally accepted accounting principles.
Federal laws have made misreporting or stealing profits belonging to shareholders a
federal offense punishable by large fines or prison terms, or both. Spectacular cases of
top managers misstating the true financial state of firms—including the Enron and
WorldCom cases in the early 2000s—show that fines and prison terms have not been
a complete deterrent.

Investors elect boards of directors to represent them in controlling corporations.
Unfortunately, boards of directors are not a complete solution to the problem of moral
hazard in stock investing. First, boards of directors typically meet infrequently—often
only four times per year—and generally rely on information provided to them by top
management. Even highly motivated and skeptical boards of directors cannot hope to
know as much about the firm as do the top managers. Therefore, it is often difficult for
members of a board of directors to decide whether managers are acting in the best
interests of shareholders. Boards of directors cannot use profitability as the sole meas-
ure of the performance of top managers because factors other than the efforts of the
managers determine a firm’s profitability. For instance, a recession may cause a firm to
suffer losses that managers could do nothing to avoid. Second, boards of directors are
not always independent of top managers. Even though shareholders elect the mem-
bers, many shareholders pay little attention to these elections, and CEOs can some-
times succeed in placing candidates favorable to them on the ballots. Some boards of
directors include CEOs of other firms who are suppliers to the corporation. These
board members may be reluctant to disagree with the CEO, for fear that he or she will
retaliate by canceling their contracts. In recent years, the increased role of institution-
al investors, such as pension funds, in the election of boards of directors has helped in
reducing moral hazard problems. For example, the California Public Employees’
Retirement System (CalPERS) has a director of corporate governance who works to
ensure that corporations the pension fund invests in respect the interests of sharehold-
ers. Nevertheless, most economists believe that corporate boards of directors can
reduce but not eliminate the moral hazard problem.

Finally, some boards of directors have attempted to reduce moral hazard by using
incentive contracts to better align the goals of top managers with the goals of sharehold-
ers. With some incentive contracts, part of a manager’s compensation is tied to the per-
formance of the firm. For example, a CEO may receive his or her full compensation
only if the firm meets certain profit targets. Other incentive contracts provide top
managers with option contracts. The options allow the managers to buy the firm’s
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stock at a price above the market price on the day when the options were granted. The
options give managers an incentive to make the firm more profitable, which will raise
the price of the firm’s stock and make the options more valuable. Although options
contracts can reduce moral hazard, they can at times also increase it by leading man-
agers to make decisions not in the best interests of shareholders. For instance, if top
managers have their compensation tied to the firm’s profits, they may undertake risky
investments that will increase the firm’s short-term profits but jeopardize the firm’s
long-term prospects.

Some economists have argued that top managers at some financial firms made
riskier investments than they otherwise would have during the financial crisis because
some of their compensation depended on the short-run profits of their firms. Similar
problems exist when boards of directors provide top managers with stock options.
During the 2000s, the top managers at several firms were caught backdating their stock
options contracts. Rather than having the contracts reflect the price of the firm’s stock
on the day the options were granted, the managers manipulated the contracts to
appear to have been granted on an earlier date, when the firm’s stock price had been
much lower. As a result, the managers would be able to earn substantial sums from the
options even if the firm’s stock price did not increase from the time the options were
actually granted. The SEC considers backdating fraud, so several executives who
engaged in this practice were convicted and sent to prison.

Moral Hazard in the Bond Market There is less moral hazard in the bond market
than in the stock market. When you buy a share of stock, you are relying on the firm’s
top management to maximize profits. Whether or not they do is difficult for both you
and the board of directors to verify. However, when you buy a bond, you only need the
firm’s top management to make the coupon payments and a final face value payment
when the bond matures. Whether the managers are maximizing profits doesn’t con-
cern you. In other words, the cost of monitoring the firm’s management is much lower
for an investor who is a bondholder than for an investor who is a stockholder.

Even though investors are subject to less moral hazard when buying bonds than
when buying stocks, buying bonds isn’t entirely free from this problem. Because a
bond allows a firm to keep any profits that exceed the fixed payments due on the bond,
the firm’s managers have an incentive to assume more risk to earn these profits than is
in the best interest of the bond investor. For example, suppose that you and other
investors buy bonds issued by a software firm that has been successful in writing apps
for the Apple iPhone and iPad. You expect that the firms will use the funds to develop
new apps. Instead, the firm’s management decides to use the funds on a much riskier
venture, to develop a new tablet computer to compete with the iPad. In the likely event
that they fail, the firm will be forced into bankruptcy and won’t be able to make the
payments it promised you.

A key way investors try to reduce moral hazard in bond markets is by writing
restrictive covenants into bond contracts. Restrictive covenants either place limits on
the uses of the funds the borrower receives or require that the borrower pay off the
bond if the borrower’s net worth drops below a certain level. As an example of the first
type of restrictive covenant, a firm might be restricted to using the funds from a bond
issue to buy a warehouse or factory building. The purpose of restrictive covenants of
the second type is to keep a firm’s managers from taking on too much risk. The man-
agers know that if they suffer losses on risky investments, the firm’s net worth might
drop below the level that would trigger the covenant. Having to pay off a bond issue
possibly years before it would mature may be difficult for the firm and cause the board
of directors to question the competence of the managers.
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borrower receives.



Although restrictive covenants can reduce risk, they have the drawback that they
make bonds more complicated and can reduce their marketability on secondary mar-
kets. The cost of monitoring whether firms actually are complying with restrictive
covenants further hampers a bond’s marketability and liquidity. And restrictive
covenants can’t be detailed enough to protect lenders against every possible risky activity
in which the borrower might engage.

How Financial Intermediaries Reduce Moral Hazard Problems Just as financial
intermediaries play an important role in reducing the extent of adverse selection in the
financial system, they also play an important role in reducing moral hazard.
Commercial banks specialize in monitoring borrowers and have developed effective
techniques for ensuring that the funds they loan are actually used for their intended
purpose. For instance, when you take out a loan to buy a car, a bank will often provide
the funds by giving you a check made out to the car dealer, rather than to you.
Similarly, if the owner of a pizza parlor takes out a loan to expand her business, the
bank is likely to release the funds in stages, requiring proof that each phase of the con-
struction has been completed. Bank loans often contain restrictive covenants. For
example, if you take out a loan to buy a new car, you will be required to carry a mini-
mum amount of insurance against theft or collision, and the insurance policy will usu-
ally be written so that both the bank’s name and your name will appear on the check
you receive from the insurance company following an accident. If you take out a mort-
gage loan to buy a house, you will have to carry insurance on the house, and you can’t
sell the house without first repaying your mortgage loan.

In some countries, banks have an additional tool for overcoming moral hazard when
providing funds to firms. For instance, in Germany, a bank such as Deutsche Bank can
buy stock in a firm and place its employees on the firm’s board of directors. This step
gives a bank greater access to information and makes monitoring the behavior of man-
agers easier. In the United States, however, federal regulations bar banks from buying
stock—that is, making equity investments—in nonfinancial firms.

Other financial intermediaries have evolved to fill the gap in the financial system
left by the ban on banks making equity investments in nonfinancial firms. Venture
capital firms, such as Kleiner Perkins Caufield & Byers or Matrix, raise funds from
investors and use the funds to make investments in small start-up firms, often in high-
technology industries. A venture capital firm frequently takes a large ownership stake
in a start-up firm, often placing its own employees on the board of directors or even
having them serve as managers. These steps can reduce principal–agent problems
because the venture capital firm has a greater ability to monitor the managers closely.
The firm’s managers will probably be attentive to the wishes of a large investor because
having a large investor sell its stake in the firm may make it difficult to raise funds from
new investors. In addition, a venture capital firm avoids the free-rider problem when
investing in a firm that is not publicly traded because other investors cannot copy the
venture capital firm’s investment strategy.

Venture capital firms target young firms. Private equity firms (or corporate restruc-
turing firms), such as Blackstone or Kohlberg Kravis Roberts & Co. (KKR), become large
investors in mature firms. Typically, they target firms where the managers appear not to
be maximizing profits. By taking positions on the board of directors, they can monitor top
managers and attempt to get them to follow new policies. In some cases, they will acquire
a controlling interest in the firm and replace the top management. Private equity and cor-
porate restructuring firms have helped to establish a market for corporate control, which
can reduce moral hazard problems in the financial system by providing a means to remove
top management that is failing to carry out the wishes of shareholders.
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Making the Connection

Why So Many Ponzi Schemes?
In Boston in the 1920s, Charles Ponzi, an Italian immigrant, had what must have
seemed like a bright (if illegal) idea: Start a financial firm called the Securities
Exchange Company that would offer savers a fabulous 50% return on an investment
maturing in just 45 days. With other comparable investments offering annual interest
rates of 5%, Ponzi’s offer was bound to attract many investors. In fact, soon after Ponzi
established his firm, millions of dollars flooded in from savers large and small. But how
could Ponzi possibly invest this money in a way that would earn enough to meet his
obligations to investors and still make a profit?

Ponzi told investors that he would use their money in an arbitrage strategy that
involved international reply coupons. These coupons could be purchased for the price
of postage in the country issuing them and then used to buy postage in another coun-
try. Ponzi told investors that he could make high returns by buying the coupons in
Italy, where the price of postage was low, and redeeming them in the United States,
where the price of postage was much higher. In fact, however, Ponzi had no intention
of investing their money. Instead, he intended to use money from new investors to pay
the interest promised to existing investors and to pay off any investors who insisted on
receiving their money back. As long as he could continue to attract new investors, and
as long as few investors asked for their money back at the end of the 45 days, he could
safely continue the scheme, siphoning off enough funds to afford luxuries such as an
elaborately furnished mansion and expensive automobiles. Eventually, a series of
newspaper articles questioning his investment strategy caused a surge of investors
demanding their money back and Ponzi’s scheme collapsed. Ponzi was indicted and
served a jail term. His name has lived on in the phrase “Ponzi scheme,” which refers to
a financial scam in which the person running the scheme uses funds from new
investors to pay interest to existing investors.

Ponzi schemes are an extreme form of moral hazard, with the people running the
schemes promising investors high returns while actually intending to use the funds to
enrich themselves. Although every few years since the 1920s a new Ponzi scheme has
been exposed, the number of Ponzi schemes during the financial crisis of 2007–2009
seemed particularly high. The most spectacular was a Ponzi scheme run by Bernard
Madoff. Madoff was the widely respected head of a Wall Street investment firm, so it
was a shock when he was indicted for fraud in December 2008. Madoff had promised
investors steady returns of 8% to 12% per year on funds he would invest for them fol-
lowing a complex strategy that involved financial derivatives. In fact, Madoff had been
running a Ponzi scheme and had carried out few, if any, of the investments that he had
claimed to be making. He was sentenced to 150 years in federal prison. A series of other
high-profile Ponzi schemes that were uncovered during the same period led one
columnist for the Wall Street Journal to refer to the United States as “our Ponzi nation.”

There are no reliable statistics on the extent to which Ponzi schemes have
increased in recent years, in part because only schemes that are exposed can be count-
ed. There is a tendency for schemes that may have been under way for years to be
exposed during a downturn in financial markets. As prices of financial assets decline,
investors in a Ponzi scheme may begin to ask for their money back, either to cover loss-
es they have sustained on other investments—which is what happened with Madoff—
or because investors become nervous about investments in general and want to hold
their funds in cash. But, if the number of Ponzi schemes actually has increased, there
are two likely explanations. First, many legitimate investments earned high returns in
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Conclusions About the Structure 
of the U.S. Financial System
We have seen that transactions costs and information costs pose significant obstacles
in the flow of funds from savers to borrowers. We have also seen how the financial sys-
tem has adapted to minimize the effects of transactions costs and information costs. It
is important to note that the financial system is significantly different than it would be
if transactions costs and information costs didn’t exist. A review of some key facts
about the U.S. financial structure illustrates this point.

Figure 9.1 shows the most important sources of external funds to small- to medium-
sized firms during the years 2005–2009. These firms rely on loans of various types and
on trade credit. Trade credit refers to the common situation where a supplier ships the
firm goods ordered while agreeing to accept payment at a later date—typically after 30
to 90 days. For example, a home improvement store may receive a shipment of lawn-
mowers but have 60 days before it needs to pay the manufacturer for them. Figure 9.1
shows that mortgage loans are by far the most important source of external funds to
these firms, with nonmortgage loans from banks being the next most important.

the years leading up to the financial crisis, so the even higher returns people running
Ponzi schemes offered seemed believable. Second, the complexity of mortgage-backed
securities, CDOs, credit default swap contracts, and other newly developed financial
securities made the claims of people running Ponzi schemes seem more plausible to
many small investors.

Ultimately, the best way to avoid being caught in a financial scam is to follow the
old advice to never invest in something that you don’t understand.

Sources: Mitchell Zuckoff, Ponzi’s Scheme: The True Story of a Financial Legend, New York: Random
House, 2006; Ashby Jones, “Our Ponzi Nation,” Wall Street Journal, April 21, 2010; Greg Griffin,
“Colorado Seizes Assets of Hedge-Fund Manager Accused of Ponzi Scheme,” Denver Post, April 28,
2010; and Clifford Krauss, “Indicted, Texas Financier Surrenders,” New York Times, June 19, 2009.

Test your understanding by doing related problem 2.20 on page 277 at the end of
this chapter.

9.3

Learning Objective
Use economic analysis
to explain the structure
of the U.S. financial
system.
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Figure 9.1

Sources of External
Funds to Small- to
Medium-Sized Firms
Small- and medium-sized busi-
nesses rely on loans—particularly
mortgages—and trade credit as
their major sources of external
finance.

Note: Data are average annual
totals for the period 2005–2009
and are for nonfarm, noncorpo-
rate businesses.

Source: Board of Governors of the
Federal Reserve System, Flow of
Funds Accounts of the United
States, March 11, 2010.•



268 CHAPTER 9 • Transactions Costs, Asymmetric Information, and the Structure of the Financial System

Figure 9.2 shows the external sources of funds to corporations. In the United States,
corporations account for more than 80% of sales by all businesses, so their sources of
funding are particularly important. Panel (a) displays sources of funds to corporations
by the average values outstanding at the end of the year during the period 2005–2009.
Panel (a) displays stock values—that is, the total values of these variables at a point in
time. Because they are stock values, they reflect not just how corporations are meeting
their current financing needs but also how they have met those needs in the past. For
instance, the total value of bonds that corporations have outstanding includes some
bonds that may have been issued decades in the past. Panel (b) shows net changes in
these categories of funds. For instance, net new bond issues equals the difference
between the value of new bonds corporations have issued during the year minus the
value of bonds that have matured during the year and been paid off. Net new stock
issues equals the difference between the value of new shares issued minus the value of
shares that firms have repurchased from investors. The values in panel (b) are annual
averages for the period 2005–2009. Panel (a) in Figure 9.2 shows that the value of the
stocks corporations have issued is much greater than the value of bonds or the value of
loans, while panel (b) shows that bonds and loans were much more important sources
of external financing for corporations during these years than were stocks.

We can use our discussion of transactions costs in section 9.1, our discussion of
information costs in section 9.2, and the information in Figures 9.1 and 9.2 to discuss
three key features of the financial system:

1. Loans from financial intermediaries are the most important external source of funds for
small- to medium-sized firms. As we have already noted, smaller businesses typically
have to meet most of their funding needs internally, from the owners’ personal funds
or from the profits the firm earns. Figure 9.1 shows that loans are by far the most
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Figure 9.2 External Sources of Funds to Corporations

Panel (a) shows sources of funds to corporations represented by the average
values outstanding at the end of the year during the period 2005–2009.
Panel (b) shows net changes in these categories. Panel (a) shows that the
value of the stocks corporations have issued is much greater than the value of
bonds or the value of loans, while panel (b) shows that bonds and loans were
much more important sources of external financing for corporations during
these years than were stocks.

Note: Data are for nonfarm, non financial corporate businesses and are in
billions of dollars.

Source: Board of Governors of the Federal Reserve System, Flow of Funds
Accounts of the United States, March 11, 2010.•
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important external source of funds to smaller firms. Smaller firms cannot borrow
directly from savers because transactions costs are too high when small savers
attempt to make loans directly to businesses. Smaller firms cannot sell bonds or
stocks because of the adverse selection and moral hazard problems that arise from
asymmetric information. Because financial intermediaries—particularly commer-
cial banks—can reduce both transactions costs and information costs, they are able
to provide a path by which funds can flow from savers to smaller firms.

2. The stock market is a less important source of external funds to corporations than is
the bond market. What happens in the stock market each day is often the lead story
on the financial news. The Web site of the Wall Street Journal prominently displays
a box showing what is happening minute-by-minute to each of the major stock
market indexes. Yet most of the trading on the stock market involves buying and
selling existing shares of stock, not sales of new stock issues. Sales of new shares 
of stock are very small when compared with sales of existing shares of stock. As
panel (b) of Figure 9.2 shows, in recent years, corporations have actually bought
back from investors more stock than they have issued. Panel (b) also shows that
loans and bonds are the most important categories of external credit to corpora-
tions. Why are corporations so much more likely to raise funds externally by
selling bonds and by taking out loans—debt contracts—than by selling stock—
equity? As we discussed earlier, moral hazard is less of a problem with debt con-
tracts than with equity contracts. Investors who may doubt that the top managers
of firms will actually maximize profits may still have confidence that the managers
will be able to make the fixed payments due on bonds or loans.

3. Debt contracts usually require collateral or restrictive covenants. Households have
difficulty borrowing money from banks unless they can provide collateral. Most of
the large loans that households take out from banks use the good being purchased
as collateral. For example, residential mortgage loans use the house being pur-
chased as collateral, and automobile loans use the automobile as collateral. As dis-
cussed earlier, businesses are often in a similar situation. Figure 9.1 shows that
small- to medium-sized businesses raise much more money from mortgage loans
than they do from other business loans. Many corporate bonds also specify collat-
eral that the bondholders can take possession of if the firm fails to make the
required payments on its bonds. Both loans and bonds also typically contain
restrictive covenants that specify how the firm can use the borrowed funds.
Although debt contracts are subject to less moral hazard than are equity contracts,
they still have some potential exposure. The purpose of collateral and restrictive
covenants is to reduce the amount of moral hazard involved with debt contracts.

Savers would like to receive the highest interest rate on their investments, and bor-
rowers would like to pay the lowest interest rate. Transactions costs and information
costs drive a wedge between savers and borrowers, lowering the interest rate savers
receive and raising the interest rate borrowers must pay. By reducing transactions and
information costs, financial intermediaries can offer savers higher interest rates, offer
borrowers lower interest rates, and still earn a profit.

Commercial banks, investment banks, and other financial firms are continually
searching for ways to earn a profit by expediting the flow of funds from savers to bor-
rowers. Some of these ways involve developing new financial securities. As we saw at
the beginning of the chapter, during the financial crisis of 2007–2009, questions were
raised about some of these securities and how they were traded. We will return to this
issue in Chapter 12, when we consider the interaction between financial innovation
and financial regulation.
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Making the Connection

What Was the Problem with the Abacus CDOs?
We already noted that the Abacus collateralized debt obligations (CDOs) case dis-
cussed in the chapter opener seems to be an extreme instance of adverse selection: The
mortgage bonds included in the CDOs by Goldman Sachs were chosen with the help
of executives of a hedge fund who intended to place bets that the CDOs would decline
in value. So, according to the civil fraud complaint the SEC filed against Goldman
Sachs, potential purchasers of the CDO would be unknowingly buying a security that
had been constructed to fail. The case set off an extended discussion that touched on
important points that we have mentioned in this chapter. We have seen that a key rea-
son Congress established the SEC in 1934 was to increase the amount of information
firms must provide to potential investors. In this case, the SEC argued that Goldman
Sachs had an obligation to inform the German bank IKB and other potential investors
that Paulson & Co. intended to buy credit default swaps contracts on the CDOs after
they were issued.

Goldman argued, however, that it was not actually selling the CDOs but was
instead acting as a market maker in them. That is, Goldman was bringing together buy-
ers and sellers. The company argued that although the law requires market makers to
provide an accurate description of the security being traded, market makers typically
do not disclose to the buyers of a security the plans or intentions of the sellers, nor do
they disclose to the sellers the plans or intentions of the buyers. A market maker for a
financial security can be in a position similar to a real estate agent: A real estate agent
has an obligation to be sure that the description of the house in the real estate listing
is accurate but is not under an obligation to tell potential buyers that, for example, the
seller has to sell quickly because he is moving to a new job in a distant state. In addi-
tion, in what was dubbed the “big boy” defense, Goldman argued that the firms that
suffered losses in the deal—IKB, ACA Capital, and Goldman itself—were all sophisti-
cated investors that should have been capable of assessing the risks involved. As an arti-
cle in the Wall Street Journal pointed out, during the 2000s, “[IKB] invested billions of
euros in complex financial instruments, of which the Goldman deal was just one rela-
tively small piece.” Finally, Fabrice Tourre, the Goldman manager responsible for the
Abacus CDOs, argued that they were not, in fact, designed to fail. In Congressional tes-
timony, Tourre noted that although the Abacus CDOs rapidly declined in value, so did
nearly all similar CDOs, following the collapse of the subprime mortgage market. In
addition, he noted that Goldman held some of the Abacus CDOs rather than selling
them and, as a result, lost more than $100 million on the deal.

Still, even some economists and policymakers who accepted Goldman’s defense
raised questions about the possibly negative effects of such deals on the financial sys-
tem. Some wondered whether there was a conflict of interest in investment banks serv-
ing as market makers and also advising clients on buying and selling investments. A
number of policymakers were skeptical that Goldman and other investment banks
could retain the trust of their clients if they continued with their past business prac-
tices. If investors lose trust in large financial institutions, it can disrupt the flow of
funds in the financial system. There was also the question of whether even sophisticat-
ed institutional investors truly understand the details of very complicated securities
such as the Abacus CDOs. In other words, because the information costs of these secu-
rities are very high, they lack transparency. Lloyd Blankfein, the CEO of Goldman
Sachs, in testimony before Congress, observed that it would be appropriate for the SEC
to monitor the sale of complex securities, such as the Abacus CDOs, more closely.
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The Abacus CDO case was one of many occurrences during the financial crisis
that led Congress to make important changes in the way the financial system is regu-
lated. We will discuss the most important of these changes in Chapter 12.

Sources: Michael Corkery, “Did Paulson Undermine Goldman’s ‘Big Boy’ Defense?” Wall Street Journal,
April 22, 2010; Carrick Mollenkamp and Laura Stevens, “German Bank: Victim or a Contributor?” Wall
Street Journal, April 22, 2010; Fabrice Tourre, “Testimony of Fabrice Tourre Before the Permanent
Subcommittee on Investigations,” April 27, 2010; Lloyd C. Blankfein testimony from United States
Senate Committee on Homeland Security and Government Affairs, Permanent Subcommittee on
Investigations, “Hearings on Wall Street and the Financial Crisis: The Role of Investment Banks,” April
27, 2010; and, for a discussion of John Paulson’s reasons for asking Goldman Sachs to put together the
Abacus CDOs, see Gregory Zuckerman, The Greatest Trade Ever, New York: Broadway Books, 2009, 
pp. 179–182.

Test your understanding by doing related problems 3.8 and 3.9 on page 278 at the
end of this chapter.

Before turning to the next chapter, read An Inside Look at Policy on the next page
for a discussion of the role bond rating agencies played in the Abacus case.

Answering the Key Question
Continued from page 252

At the beginning of this chapter, we asked the question:

“Why do firms rely more on bonds than on stocks as a source of external finance?”

We have seen that both the bond market and the stock market are subject to problems of moral
hazard. In both cases, investors have to be concerned that once firms have received investment
funds they will not use them for their intended purpose. The problem of moral hazard is consider-
ably less serious, though, when an investor buys a firm’s bonds than when the investor buys a firm’s
stock. As a result, investors are more willing to buy bonds than stock, which explains why bonds are
a more important source of external finance for firms.



Ratings Downgrades Happen Too
Late for Investors in Mortgage-
Backed Securities

AN INSIDE LOOK AT POLICY

WALL STREET JOURNAL

Abacus Deal: As
Bad as They Come
Abacus 2007-AC1, the mortgage
deal at the center of Friday’s . . .
lawsuit against Goldman Sachs
Group Inc . . . was one of the
worst-performing mortgage deals
of the housing crisis. . . .

Less than a year after the deal
was completed, 100% of the bonds
selected for Abacus had been
downgraded. . . .

The news about Abacus . . .
highlights the ratings agencies’
flubs on mortgage-backed bonds
that many . . . say were a . . . cause
of the credit crisis.

Both Moody’s Investors Service
and Standard & Poor’s Ratings
Service placed their once-revered
triple-A ratings on the Abacus
deal. . . .

The Senate Permanent
Subcommittee on Investigations
said . . . it would hold hearings . . .
about the rating firms’ role in the
financial crisis. The hearings . . .
come as . . . regulators . . . are
working on . . . new rules to . . .
improve the ratings system.

Their solutions include remov-
ing ratings’ role in regulations . . .
to get investors to do their own
research. . . . Another effort: mak-
ing it easier for upstart rating firms
paid by investors to compete
against . . . large rating firms,

which are paid by bond issuers to
rate each bond. . . .

The current proposals “don’t
really address the fundamental issue,
which is incentives,” says Joseph
Grundfest, a professor at Stanford
Law School. “Investors need to be
put in charge of the process.”

The Abacus deal could serve as
Exhibit A for what went wrong with
ratings. . . . 83% of the residential
mortgage securities in Abacus were
downgraded . . . about six months
after the deal was completed. . . .

“They couldn’t have done the
deal without the rating,” says Jack
Chen, a former Moody’s analyst
who left the firm in 2006. . . .

California accounted for about
22% of the loans. . . . On average,
the borrowers had made down
payments of less than 7%. Some
had borrowed more than their
houses were worth.

As of May 2009, the bond
investors’ original investments were
wiped out.

At Moody’s, an internal debate
had been brewing in early 2007
about whether the company should
issue lower ratings, or no ratings at
all, on CDO deals like Abacus.
CDOs are pools of mortgage bonds
or other assets.

At the time, one managing
director with responsibility for
CDO ratings . . . brought his 
concern to his boss. . . . Moody’s
said . . . it had needed to see more

a

b
c

evidence of a deterioration in the
mortgage bonds before it could
issuer tougher ratings on CDOs
backed by them.

That decision to wait for more
data before downgrading . . .
allowed many parts of the worst-
performing CDOs to be issued . . .
with triple-A ratings. . . .

The SEC alleged Goldman sold
the Abacus deal without properly
disclosing that a hedge-fund firm,
Paulson & Co., helped pick residen-
tial mortgage-backed securities for
the deal and then bet against it. . . .

. . . a Paulson employee
explained . . . that “rating agencies,
CDO managers and underwriters
have all the incentives to keep the
game going, while ‘real money’
investors have neither the analytical
tools nor the institutional frame-
work to take action,” . . . .

In its search for subprime mort-
gage bonds to bet against . . .
Paulson sought out traits that . . .
made the loans packaged into the
bonds more likely to go bad. A
promising candidate would contain
a lot of loans made in . . . housing-
boom states, loans to borrowers with
poor credit scores and loans where
the interest rate could adjust. . . .

Source: Wall Street Journal, excerpted
from “Abacus Deal: As Bad as They
Come” by Aaron Lucchetti and Serena
Ng. Copyright 2010 by Dow Jones &
Company, Inc. Reproduced with permis-
sion of Dow Jones & Company, Inc. via
Copyright Clearance Center. 
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Key Points in the Article
In May 2010, Abacus 2007-AC1, one
of the worst-performing mortgage deals
sold during the housing crisis, became
the focal point of a lawsuit brought
against Goldman Sachs, the investment
bank that marketed the deal. Less than
one year after the deal was completed,
all the bonds that were selected for
Abacus 2007-AC1 were downgraded.
Ratings agencies contributed to the
financial crisis by placing their highest
ratings on the Abacus deal and others
like it. Although in 2007 executives
with Moody’s Investors Service consid-
ered issuing lower ratings for Abacus
and other collateralized debt obligation
(CDO) deals, no revisions were made at
that time. As a result, many parts of the
worst-performing CDOs were issued
with triple-A ratings. The SEC sued
Goldman Sachs for allegedly selling the
Abacus deal without disclosing that the
hedge fund firm Paulson & Co. had
helped pick residential mortgage-
backed securities. The firm, Paulson &
Co. specifically chose mortgage bonds
that were likely to go bad, and it bet
against the deal.

Analyzing the News
Chapter 5 described how bond 
rating agencies contributed to the

financial crisis by assigning investment-
grade ratings to mortgage-backed secu-
rities that had a significant default risk.
This is an example of the use of asym-
metric information: Ratings agencies had
less information about the default risk of

the securities that were packaged into
Abacus 2007-AC1 than did Goldman
Sachs, the seller of Abacus 2007-AC1.
Those who bought Abacus 2007-AC1
and other CDOs were the victims of this
asymmetric information. The complexity
of the deals made it difficult even for
highly knowledgeable investors to evalu-
ate their worth. Chapter 5 explained that
the largest ratings agencies charge
Goldman Sachs and other securities
underwriters, rather than investors, for
their services. Some critics attribute
much of the losses suffered by investors
to this conflict of interest.

The Abacus deal was not the only 
CDO to suffer huge losses, but it

was the worst performing of these
deals. The table below shows how rat-
ings agencies in February 2008 down-
graded nearly all the assets (including
the 90 mortgage bonds in Abacus
2007-AC1) that were packaged to form
five CDOs. By May 2009, investors who
had bought the securities with invest-
ment-grade ratings were wiped out.

The SEC singled out the Abacus 
deal for legal action because of evi-

dence that Goldman Sachs sold the CDO
without informing investors that a hedge
fund, Paulson & Co., helped choose the
securities included in the CDO and then
bet against it. In other words, Paulson
deliberately selected securities that had a
high default risk. Investors who relied on
the rating agencies’ evaluation of the
Abacus CDO avoided the transactions
costs of evaluating 90 mortgage bonds,
but suffered financially.

THINKING CRITICALLY
1. A June 2, 2010, Wall Street Journal

editorial criticized the designation of
Nationally Recognized Statistical
Rating Organization (NRSRO) by the
SEC, arguing that this creates an
“NRSRO cartel” that excludes small-
er ratings firms that “are not seeking
government approval and do not
want it.” The Journal then endorsed
a proposal for Congress to rescind
the NRSRO status of firms (for
example, Moody’s and Standard &
Poor’s) that have it. How would the
Journal’s proposal benefit investors?

2. Joseph Grundfest, a professor at
Stanford Law School, criticized some
proposals to reform the securities
rating system, claiming that
“investors need to be put in charge
of the process.” Based on his com-
ment, would Grundfest agree with
the recommendation of the Wall
Street Journal to end the SEC’s
NRSRO designation?

3. Personnel from the hedge fund
Paulson & Co. helped choose for the
Abacus 2007-AC1 deal mortgage-
backed securities that would make
failure more likely. Over 20% of
these securities were loans made in
California, and many of were vari-
able-rate, rather than fixed-rate,
mortgages. Why would Paulson &
Co. want to select variable-rate
mortgages made in California for
Abacus 2007-AC1?
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a

Performance of Selected CDOs from July 2007 to February 2008

Deal Name Underwriter Percentage of Assets Downgraded Asset Balance

Abacus 2007-AC1 Goldman Sachs 100% $2 billion

Static Residential CDO 2006-C Deutsche Bank 100 750 million
ACA ABS 2007-2 UBS 100 750 million
Static Residential CDO 2006-B Deutsche Bank 99 997 million
Tabs 2007-7 UBS 98 2.3 billion

Source: Wall Street Journal, excerpted from “Abacus Deal: As Bad as They Come” by Aaron Lucchetti and Serena Ng. Copyright 2010 by Dow
Jones & Company, Inc. Reproduced with permission of Dow Jones & Company, Inc. via Copyright Clearance Center.

b

c
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CHAPTER SUMMARY AND PROBLEMS

SUMMARY
Small investors rarely lend money directly because of
transactions costs and information costs. Transactions
costs are the costs of making a direct investment, such
as buying a stock or bond, or making a loan.
Information costs are the costs that savers incur to
determine the creditworthiness of borrowers and to
monitor how borrowers use the acquired funds. Banks
and other financial intermediaries are able to reduce
transactions costs partly because of economies of scale,
which refers to the reduction in average cost that results
from an increase in volume. Banks achieve economies
of scale in making loans by using standardized loan
contracts, having specialized loan officers, and taking
advantage of sophisticated computer systems.

Review Questions

1.1 Why do savers with small amounts to invest
rarely make loans directly to individuals or firms?

1.2 What are transactions costs? What are informa-
tion costs?

1.3 What are financial intermediaries? Why are
financial intermediaries important to the finan-
cial system?

1.4 What are economies of scale? What role do
economies of scale play in helping financial
intermediaries to reduce transactions costs?

Problems and Applications

1.5 What advantages do financial intermediaries
have over small savers in dealing with the trans-
actions costs involved in making loans?

1.6 How has the growth of the Internet affected the
problem of transactions costs and information
costs in the financial system?

1.7 What advantages might large banks have over
small banks in making loans?

Obstacles to Matching Savers and Borrowers
Analyze the obstacles to matching savers and borrowers.

9.1

SUMMARY
Many financial transactions involve asymmetric
information, with one party to the transaction having
better information than the other party. Economists
distinguish between two problems arising from 

asymmetric information. Adverse selection is the
problem investors experience in distinguishing low-
risk borrowers from high-risk borrowers; moral haz-
ard is the problem investors experience in verifying
that borrowers are using funds as intended. Because

The Problems of Adverse Selection and Moral Hazard
Explain the problems that adverse selection and moral hazard pose for the financial
system.

9.2
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economists first applied the concept of adverse selec-
tion to the used car market, it is sometimes referred to
as the lemons problem. Individual investors have trou-
ble distinguishing good firms from lemon firms and
are suspicious that any funds they invest in firms may
not be used for their intended purpose. So, individual
investors are usually willing to invest only in large
firms about which plentiful information is available.
Lenders often restrict loans to borrowers, which is
referred to as credit rationing, because they believe
that raising interest rates will make adverse selection
problems worse. Congress established the Securities
and Exchange Commission (SEC) in 1934 to regulate
the information that firms must provide to investors.
Adverse selection in bonds and loans is reduced by the
requirement of collateral—that is, assets that the
lender claims if the borrower defaults. Only large cor-
porations can issue debentures, which are bonds issued
without specific collateral. Requirements that lenders
have high net worth, which is the difference between
the value of a firm’s assets and the value of its liabili-
ties, can also reduce adverse selection. Banks reduce
adverse selection through relationship banking,
which refers to the ability of banks to assess credit
risks on the basis of private information. Moral hazard
in the stock market results in part from the
principal–agent problem, in which shareholders
legally own a firm, but the firm’s top managers run the
firm and may take actions that are not in the best
interests of shareholders. A key way that investors try
to reduce moral hazard in bond markets is by writing
restrictive covenants into bond contracts. Restrictive
covenants either place limits on the uses of the funds
the borrower receives or require that the borrower pay
off the bond if the borrower’s net worth drops below a
certain level. Moral hazard in the financial system is
reduced by venture capital firms, which raise funds
from investors and use the funds to make investments
in small start-up firms, and private equity firms (or
corporate restructuring firms), which invest in
mature firms.

Review Questions

2.1 What is the difference between moral hazard
and adverse selection? How does each con-
tribute to making information asymmetric?

2.2 Explain the “lemons problem.” How does the
lemons problem lead many firms to borrow

from banks rather than from individual
investors?

2.3 What is credit rationing? Why would a lender
ration credit rather than raise the interest rate it
charges on loans?

2.4 What is the Securities and Exchange
Commission (SEC)? Why was it founded? What
effect has the SEC had on the level of asymmet-
ric information in the U.S. financial system?

2.5 What is collateral? How do banks use collateral
to reduce adverse selection in making car loans?

2.6 What is net worth? What role does net worth
play in lenders’ attempts to reduce adverse
selection problems?

2.7 What is relationship banking? How do banks
and borrowers benefit from relationship 
banking?

2.8 What is the principal–agent problem? How is
the principal–agent problem related to the con-
cept of moral hazard?

2.9 What is the difference between venture capital
firms and private equity firms? What roles do
they play in the financial system?

Problems and Applications

2.10 The author of a newspaper article providing
advice to renters observes that “landlords will
always know more than you do.”

a. Do you agree with this statement? If so, what
do landlords know that potential renters
might not?

b. If the statement is correct, what are the
implications for the market for rental 
apartments?

c. In what ways is the market for rental apart-
ments like the market for used cars? In what
ways is it different?

Source: Marc Santora, “How to Be a Brainy Renter,”
New York Times, June 3, 2010.

2.11 At a used car lot, a nearly new car with only
2,000 miles on the odometer is selling for half
the car’s original price. The salesperson tells you
that the car was “driven by a little old lady from
Pasadena” who had it for two months and then
decided that she “didn’t like the color.” The sales-
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person assures you that the car is in great shape
and has had no major problems. What type of
asymmetric information problem is present
here? How can you get around the problem?

2.12 An article in the Economist magazine observes:
“Insurance companies often suspect the only
people who buy insurance are the ones most
likely to collect.”

a. What do economists call the problem being
described here?

b. If insurance companies are correct in their
suspicion, what are the consequences for the
market for insurance?

Source: “The Money Talks,” Economist, December 5,
2008.

2.13 [Related to the Chapter Opener on page 252]
In discussing the Abacus CDO case, Alan
Murray, deputy managing editor of the Wall
Street Journal, observed: “Markets don’t work if
you don’t have good information and you don’t
have transparency. And this [CDO] is terribly
lacking in transparency.”

a. What is “transparency” in this instance?

b. Why won’t financial markets work without
good information and transparency?

c. What information was lacking and who
lacked it in the Abacus CDO case?

Source: Wall Street Journal News Hub on wsj.com,
April 19, 2010.

2.14 Brett Arends, a columnist for the Wall Street
Journal, argues: “Today you should probably
view [financial firms selling investments] 
the way you view someone selling a used car.”
How should you view someone selling a used
car? Why might you want to view someone sell-
ing a financial investment the same way?

Source: Brett Arends, “Four Lessons from the
Goldman Case,” Wall Street Journal, May 2, 2010.

2.15 [Related to the Making the Connection on
page 260] Writing in the Wall Street Journal,
Vincent Reinhart, the former director of the
Federal Reserve’s division of monetary affairs,
argued:

The problem with securitization is that 
it dilutes individual responsibility. The 

mortgage broker can easily become discon-
nected from the outcome of the initial lend-
ing decision. Federal regulation is needed to
ensure that mortgage originators perform the
appropriate due diligence in matching poten-
tial borrowers with loan products.

a. What is securitization?

b. Why might securitization lead to a mortgage
broker becoming disconnected from the out-
come of a lending decision?

c. What is due diligence? What does Reinhart
mean when he says that federal regulation
should require that mortgage originators
perform due diligence in this context?

Source: Vincent Reinhart, “Securitization and the
Mortgage Mess,” Wall Street Journal, July 18, 2008.

2.16 [Related to the Making the Connection on
page 260] In the column quoted in Problem
2.15, Vincent Reinhart also argued: “Widespread
home ownership was in part made possible by
giving people a broad range of alternative ways
to fund house purchases. The transfer of loans
from banks to investors through asset securiti-
zation helped open up those opportunities.”
Explain more fully how securitization of mort-
gage loans may have contributed to “widespread
home ownership” in the United States.

Source: Vincent Reinhart, “Securitization and the
Mortgage Mess,” Wall Street Journal, July 18, 2008.

2.17 [Related to Solved Problem 9.2 on page 261]
Yves Smith runs the popular financial blog
nakedcapitalism.com. In one of his postings, he
noted: “Amex [American Express] is offering
very hefty balance reductions (20%) to business
accounts who pay off balances early on credit
line products that Amex has discontinued.”
Smith worried that Amex’s offer would expose
the credit card company to adverse selection.
Briefly explain whether you agree.

Source: Yves Smith, “Credit Card Defaults
Stabilizing,” nakedcapitalism.com, August 18, 2009.

2.18 Briefly explain in which of the following situations
moral hazard is likely to be less of a problem.

a. A manager is paid a flat salary of $150,000.

b. A manager is paid a salary of $75,00 plus
10% of the firm’s profits.
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2.19 A news story reported that the former CEO of
homebuilder KB Home was convicted “of four
felony counts in a stock option backdating
scam.” The article goes on to note:

A stock option allows an employee to pur-
chase a company’s stock at a preset price at a
future date. [The KB Home CEO] retroac-
tively tied the exercise price of his options to
dates when the stock was selling for a low
price. . . .

a. Why would a company use stock options as
part of a top manager’s compensation?

b. What is the “exercise price” in an options
contract? Why would this manager have
wanted his options backdated?

c. From the point of view of investors in KB
Home, which information problem is
involved here?

Source: Associated Press, “Former KB Home CEO
Convicted in Backdating Trial,” April 21, 2010.

2.20 [Related to the Making the Connection on
page 266] According to an article in the Wall
Street Journal:

The U.S. Securities and Exchange
Commission on Wednesday filed charges
against the investment company GTF
Enterprises Inc. . . . The SEC complaint
alleges that Gedrey Thompson and GTF 
conducted an offering fraud and Ponzi
scheme to unsophisticated investors.
Thompson and his associates “conned at 
least 20 investors into investing over
$800,000 in GTF by promising lofty, but
false, investment returns with guaranteed
safety of principal, among other things,”
the SEC complaint said.

a. What is a Ponzi scheme?

b. How do the operators of a Ponzi scheme
manage to keep it going? Are investors to
blame for believing they can get rich quickly
as this article indicates?

Source: Fawn Johnson, “SEC Says New York
Investment Firm GTF Defrauded Investors,” Wall
Street Journal, May 26, 2010.

Conclusions About the Structure of the U.S. Financial System
Use economic analysis to explain the structure of the U.S. financial system.

9.3

SUMMARY
The financial system has adapted in ways that reduce
transactions costs and information costs. The result
has been the following three key features of the finan-
cial system: (1) Loans from financial intermediaries
are the most important external source of funds 
to small- to medium-sized firms; (2) the stock market
is a less important source of external funds to 
corporations than the bond market; and (3) debt 
contracts usually require collateral or restrictive
covenants.

Review Questions

3.1 What is the most important source of funds to
small- to medium-sized firms? What is the most
important source of external funds to small- to
medium-sized firms?

3.2 What is the most important method of debt
financing for corporations?

3.3 The stock market is the most widely reported
financial market and is what many people 
think of first when they think of “investing.”
Why, then, is the stock market not the 
most important source of financing for 
corporations?

3.4 List the three key features of the financial 
system and provide a brief explanation 
for each.

Problems and Applications

3.5 Consider the possibility of income insurance.
With income insurance, if a person loses his job
or doesn’t get as big a raise as anticipated, he
would be compensated under his insurance
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coverage. Why don’t insurance companies offer
income insurance of this type?

3.6 If everyone were perfectly honest, would there
be a role for financial intermediaries?

3.7 Describe some of the information problems in
the financial system that lead firms to rely more
heavily on internal funds than external funds to
finance their growth. Do these information
problems imply that firms are able to spend less
on expansion than is economically optimal?
Briefly explain.

3.8 [Related to the Making the Connection on
page 270] During a Congressional Committee
hearing at which Goldman Sachs CEO Lloyd
Blankfein testified, Senator David Pryor of
Arkansas asked Blankfein, “Why would clients
believe in Goldman Sachs?” Blankfein replied
that Goldman Sachs was acting as a market
maker for the Abacus CDOs and that a market
maker shouldn’t be responsible for determining
whether the securities it buys and sells are
appropriate for every investor: “The markets
couldn’t work if you had to make sure it was
good for them.”

a. What is a market maker?

b. Does a market maker have different responsi-
bilities than a financial firm that is providing
investment advice for clients?

c. Do you agree with Blankfein that “the mar-
kets couldn’t work if [market makers] had to
make sure it was good for [investors]”?
Briefly explain.

Source: United States Senate Committee on
Homeland Security and Government Affairs,
Permanent Subcommittee on Investigations,
“Hearings on Wall Street and the Financial Crisis:
The Role of Investment Banks,” April 27, 2010.

3.9 [Related to the Making the Connection on
page 270] Commenting on the Abacus CDO
case, Wall Street Journal columnist Brett Arends
offered the opinion that “as a rule of thumb, the
more complex a [financial] product is, the worse
the deal.” Do you agree? Why would a more
complex financial product be likely to be a worse
deal for an investor than a simpler product?

Source: Brett Arends, “Four Lessons from the
Goldman Case,” Wall Street Journal, May 2, 2010.
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D9.1: Online brokerages generally charge transaction
fees per trade. This means that a $5,000 stock pur-
chase is charged the same fee as a $100 stock pur-
chase. Go to the following online brokerages and
compare their transaction fees: AMERITRADE,
E-TRADE, and ScottTrade. Which has the highest

transaction fee? Assuming you had $200 to invest,
and assuming the expected return in the stock
market is 5% over one year, does the transaction
cost affect your decision to buy stock? (Remember,
you get charged the transaction fee for both the
buy transaction and sell transaction.)

DATA EXERCISE
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After studying this chapter, you should be able to:
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10.1 Understand bank balance sheets (pages
280–288)

10.2 Describe the basic operations of a commer-
cial bank (pages 288–291)

10.3 Explain how banks manage risk (pages
292–296)

10.4 Explain the trends in the U.S. commercial
banking industry (pages 296–305)

WHAT HAPPENS WHEN LOCAL BANKS STOP LOANING MONEY?

Mark Wagner is a farmer turned developer of resi-
dential homes in the Lehigh Valley in Pennsylvania.
In the 1990s, he successfully developed part of his
family’s farm into a residential neighborhood with
several hundred homes. During the housing boom
in the early 2000s, Wagner decided to develop most
of his remaining farmland. By 2007, he had received
approval from the local government for a new devel-
opment he called The Field of Dreams, which would
contain 850 homes and several businesses. At that
point, the bottom dropped out of both the housing

market and the economy, and Wagner had to
suspend work on the development. By mid-2010,
though, employment and incomes were rising in the
area, and the demand for housing was beginning to
revive.

Wagner was ready to begin construction. But
before he could start building and selling houses, he
would need to spend millions of dollars putting in
sewer and water lines, constructing roads, grading the
land, and so on. Like most entrepreneurs, Wagner
needed credit to help fund his business. As we saw in

Key Issue and Question

At the end of Chapter 1, we noted that the financial crisis that began in 2007 raised a series of
important questions about the financial system. In answering these questions, we will discuss essen-
tial aspects of the financial system. Here are the key issue and key question for this chapter:

Issue: During and immediately following the 2007–2009 financial crisis, there was a sharp increase
in the number of bank failures.

Question: Is banking a particularly risky business? If so, what types of risks do banks face?

Answered on page 305

Continued on next page
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Chapter 9, small- to medium-sized firms cannot access
funds directly through financial markets by selling
stocks and bonds. Instead, they have to rely on bank
loans to meet their credit needs. Unfortunately, Wagner
ran up against a problem that had become common in
the recovery from the financial crisis of 2007–2009:
Banks had become extremely cautious in making loans.

Despite having a strong track record as a housing
developer and a well-thought-out plan for his new devel-
opment, Wagner was unable to convince any local bank
to loan him the funds he needed. He was quoted as say-
ing about the banks: “They’re not loaning anyone money.
They’re all gun shy. Find me someone who’ll give me $10
million, and I’ll start building again.” Wagner eventually
concluded that he would have to grow crops on his land
for at least one more year: “Maybe next year I’ll be build-
ing houses instead of planting corn.”

Wagner was hardly alone in having difficulty get-
ting access to credit. Although during 2010 banks
were increasing their lending to businesses and con-
sumers, they were also continuing to turn away bor-
rowers with flawed credit histories to whom they had
been willing to lend just a few years earlier. Banks
were also reluctant to lend in industries such as con-
struction that had been particularly hard hit by the
recession. As we saw in Chapter 9, many small busi-
nesses use mortgages on their buildings—commercial
real estate—to obtain bank loans. The value of com-
mercial real estate declined by more than one-third
between 2007 and 2009, which reduced the amount
that businesses could borrow by using their buildings
as collateral.

AN INSIDE LOOK AT POLICY on page 306 discuss-
es how higher interest rates may reduce bank profits.

Balance sheet A state-
ment that shows an indi-
vidual’s or a firm’s financial
position on a particular day.

Sources: Matt Assad, “Arrested Development,” (Allentown, PA) Morning Call, May 8, 2010; and Sudeep Reddy, “Banks Keep Lending
Standards Tight,” Wall Street Journal, May 4, 2010.

In Chapter 9, we discussed why banks are important to the efficient functioning of the
financial system. In this chapter, we look more closely at how banks do business and
how they earn profits. We then consider the problems banks face in managing risks. In
recent years, banks have faced competition from other financial institutions that can
offer savers and borrowers similar services at a lower risk. We explore the increasing
importance of nonbank financial firms in Chapter 11. We conclude this chapter by
describing some of the activities banks have adopted in response to competition from
other financial firms and by looking at some of the effects of the financial panic on
banks.

The Basics of Commercial Banking: 
The Bank Balance Sheet
Commercial banking is a business. Banks fill a market need by providing a service and
earn a profit by charging customers for that service. The key commercial banking
activities are taking in deposits from savers and making loans to households and firms.
To earn a profit, a bank needs to pay less for the funds it receives from depositors than
it earns on the loans it makes. We begin our discussion of the business of banking by
looking at a bank’s sources of funds—primarily deposits—and uses of funds—primarily
loans. A bank’s sources and uses of funds are summarized on its balance sheet. A
balance sheet is a statement that shows an individual’s or a firm’s financial position on
a particular day. Table 10.1 combines data from all the banks in the country into a con-
solidated balance sheet for the whole U.S. commercial banking system. Normally, bal-
ance sheets show dollar values for each entry. For ease of interpretation, we have con-
verted the dollar values to percentages. Table 10.1 shows the typical layout of a balance
sheet, which is based on the following accounting equation:

Assets = Liabilities + Shareholders’ equity.

10.1

Learning Objective
Understand bank
balance sheets.
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Table 10.1 The Consolidated Balance Sheet of U.S. Commercial Banks

Assets (uses of funds)

(Percentage of
total assets)

Reserves and other cash assets 7.5%

Securities 19.9

U.S. government and agency 13.4

State and local government and
other securities

6.5

Loans 59.7
Commercial and industrial 9.6

Real estate (including mortgages) 35.0

Consumer 11.3

Interbank 1.1

Other loans 2.7

Trading assets 1.5

Other assets 11.4

Note: The data are for all domestically chartered commercial banks in the United States as of April 28, 2010.

Source: Federal Reserve Statistical Release H.8, May 7, 2010.

An asset is something of value that an individual or a firm owns. A liability is
something that an individual or a firm owes, or, in other words, a claim on an individual
or a firm. Shareholders’ equity is the difference between the value of a firm’s assets and
the value of its liabilities. Shareholders’ equity represents the dollar amount the own-
ers of the firm would be left with if the firm were to be closed, its assets sold, and its
liabilities paid off. For a public firm, the owners are the shareholders. Shareholders’
equity is also referred to as the firm’s net worth. In banking, shareholders’ equity is usu-
ally called bank capital. Bank capital is the funds contributed by the shareholders
through their purchases of the bank’s stock plus the bank’s accumulated, retained profits.
The accounting equation on page 280 tells us that the left side of a firm’s balance sheet
must always have the same value as the right side. We can think of a bank’s liabilities
and its capital as the sources of its funds, and we can think of a bank’s assets as the uses
of its funds.

Bank Liabilities
The most important bank liabilities are the funds a bank acquires from savers. The
bank uses the funds to makes investments or loans to borrowers. Banks offer a variety
of deposit accounts because savers have different needs. Bank deposits offer house-
holds and firms certain advantages over other ways in which they might hold their
funds. For example, compared with holding cash, deposits offer greater safety against
theft and may also pay interest. Compared with financial assets such as Treasury bills,
deposits are more liquid. Deposits against which checks can be written offer a conven-
ient way to make payments. We next review the main types of deposit accounts.

Liabilities + Bank Capital (sources of funds)

(Percentage of
total liabilities
plus capital)

Deposits 64.9%

Checkable deposits 5.6

Nontransaction deposits 59.3

Small-denomination time 
deposits (CDs less than $100,000)
plus savings deposits 44.1

Large-denomination time deposits
(CDs greater than $100,000) 15.2

Borrowings 17.2

From banks in the U.S. 1.5

Other borrowings 15.7

Other liabilities 6.1

Bank capital (or shareholders’ equity) 11.8

Asset Something of value
that an individual or a firm
owns; in particular, a finan-
cial claim.

Liability Something that
an individual or a firm
owes, particularly a finan-
cial claim on an individual
or a firm.

Bank capital The differ-
ence between the value of
a bank’s assets and the
value of its liabilities; also
called shareholders’ equity.
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Checkable Deposits Banks offer savers checkable deposits, which are accounts
against which depositors can write checks. Checkable deposits are also called transaction
deposits. Checkable deposits come in many varieties, which are determined partly by
banking regulations and partly by the desire of bank managers to tailor the checking
accounts they offer to meet the needs of households and firms. Demand deposits and
NOW accounts are the most important types of checkable deposits. Demand deposits
are checkable deposits on which banks do not pay interest. NOW (negotiable order of
withdrawal) accounts are checking accounts that pay interest. Businesses often hold
substantial balances in demand deposits, partly because U.S. banking regulations do not
allow them to hold NOW accounts but also because demand deposits represent a liquid
asset that can be accessed with very low transactions costs.

Banks must pay all checkable deposits on demand. In other words, a bank must
exchange a depositor’s check for cash immediately, provided that the depositor has at
least the amount of the check on deposit. Finally, note that checkable deposits are lia-
bilities to banks because banks have the obligation to pay the funds to depositors on
demand. But checkable deposits are assets to households and firms because even
though banks have physical possession of the funds, households and firms still own the
funds. An accounting aside: Although at first it may seem odd, it is important to grasp
the idea that the same checking account can simultaneously be an asset to a household
or firm and a liability to a bank. Understanding this point will help you to better fol-
low some of the discussion later in this chapter.

Nontransaction Deposits Savers use only some of their deposits for day-to-day trans-
actions. Banks offer nontransaction deposits for savers who are willing to sacrifice imme-
diate access to their funds in exchange for higher interest payments. The most important
types of nontransaction deposits are savings accounts, money market deposit accounts
(MMDAs), and time deposits, or certificates of deposit (CDs). With savings accounts—
which at one time were generally called passbook accounts—depositors must give the
bank 30 days’ notice for a withdrawal. In practice, though, banks usually waive this
requirement, so most depositors expect to receive immediate access to the funds in their
savings accounts. MMDAs are a hybrid of savings accounts and checking accounts in that
they pay interest but depositors can write only three checks per month against them.

Unlike savings deposits, CDs have specified maturities that typically range from a
few months to several years. Banks penalize savers who withdraw funds prior to matu-
rity by requiring the savers to forfeit part of the accrued interest. CDs are less liquid
than savings accounts but pay depositors a higher rate of interest. There is an impor-
tant difference between CDs of less than $100,000, which are called small-denomination
time deposits, and CDs of $100,000 or more, which are called large-denomination time
deposits. CDs worth $100,000 or more are negotiable, which means that investors can
buy and sell them in secondary markets prior to maturity.

Households with limited funds to save often prefer to keep their funds in checkable
deposits and small-denomination time deposits because these deposits are covered by
federal deposit insurance, which provides government guarantees for account balances
of up to $250,000. Deposit insurance gives banks an edge over other financial intermedi-
aries in acquiring funds from small savers because, for instance, money market mutual
fund shares lack this federal guarantee. In Chapter 12, we will discuss the origins of feder-
al deposit insurance and its costs and benefits to the financial system.

Borrowings Banks often have more opportunities to make loans than they can finance
with funds they attract from depositors. To take advantage of these opportunities,
banks raise funds by borrowing. A bank can earn a profit from this borrowing if the

Checkable deposits
Accounts against which
depositors can write
checks.

Federal deposit insur-
ance A government guar-
antee of deposit account
balances up to $250,000.
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interest rate it pays to borrow funds is lower than the interest it earns by lending the
funds to businesses and consumers. Borrowings include short-term loans in the federal
funds market, loans from a bank’s foreign branches or other subsidiaries or affiliates,
repurchase agreements, and discount loans from the Federal Reserve System. The fed-
eral funds market is the market in which banks make short-term loans—often just
overnight—to other banks. Although the name indicates that government money is
involved, in fact, the loans in the federal funds market involve the banks’ own funds.
The interest rate on these interbank loans is called the federal funds rate.

With repurchase agreements—otherwise known as “repos,” or RPs—banks sell
securities, such as Treasury bills, and agree to repurchase them, typically the next day.
Banks use repos to borrow funds from business firms or other banks, using the under-
lying securities as collateral. A corporation or another bank that buys the securities
earns interest without any significant loss of liquidity. Repos are typically between
large banks or corporations, so the degree of counterparty risk, or the risk that the other
party to the transaction will default on its obligation, had been considered to be small.
But during the financial crisis, it became clear that even a large firm might be quickly
forced into bankruptcy, leaving the counterparties to its repos to suffer significant loss-
es or a delay in accessing their funds, or both. As we will discuss further in Chapter 12,
worries among the counterparties to Lehman Brothers repos helped to force the
investment bank into bankruptcy, worsening the financial crisis.

Making the Connection

The Incredible Shrinking Checking Account
In 1960, plain vanilla demand deposits, which pay no interest, made up more than half
of commercial bank liabilities. The graph below shows checkable deposits as a fraction
of all bank liabilities for the period from January 1973 to June 2010. By 1973, check-
able deposits made up less than one-third of bank liabilities, and today they have dwin-
dled to around 10%.

Sources: Federal Reserve Bank of St. Louis; and Board of Governors of the Federal Reserve System.

The sharp decline in the popularity of checking accounts may seem particularly
puzzling because they are in some ways more attractive today than they were during
the 1960s and 1970s. In the 1960s and 1970s, the only checkable deposits available were
demand deposits, which paid no interest. Interest-paying NOW accounts were author-
ized by changes in bank regulations that took effect in 1980. In addition, because there
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were no ATMs in those days, to withdraw money from your checking account, you
needed to go to your bank, stand in line, and fill out a withdrawal slip. Banks were typ-
ically open only during “banker’s hours” of 10 A.M. to 3 P.M. from Monday to Friday. If
stores or restaurants declined to accept checks, consumers could not use the funds in
their accounts to make these payments. Today, debit cards make it possible for con-
sumers to access the funds in their checking accounts even when buying from a store
that doesn’t accept checks.

The improved services checking accounts provide have been more than offset by
alternative assets that offer higher interest rates. The chart below shows households’
and firms’ holdings of various short-term financial assets in 2010. Note that the value
of savings accounts and small time deposits (CDs of less than $100,000) is six times
greater than the value of checkable deposits, while the value of money market deposit
accounts is more than twice as great.

Sources: Federal Reserve Bank of St. Louis; and Board of Governors of the Federal Reserve System.

Households hold less in checking accounts relative to other financial assets than
they once did, partly due to the wealth effect we discussed in Chapter 4: As wealth
has increased over time, households have been better able to afford to hold assets,
such as CDs, where their money is tied up for a while but on which they earn a high-
er rate of interest. Money market mutual funds, such as Vanguard’s Prime Money
Market Fund, which were first introduced in 1971, have grown tremendously in
recent years. Like other mutual funds, they sell shares to investors and use the funds
to buy financial assets. In this case, they buy only money market—or short-term—
assets, such as Treasury bills and commercial paper issued by corporations. Money
market mutual funds pay higher interest than bank deposit accounts, while also
allowing for limited check writing, so they have been formidable competition for
bank checking accounts.

The 2007–2009 financial crisis showed that checking accounts are still useful to
households and firms, however. As the economic recession deepened, incomes declined,
and the perceived risk of investing in many financial assets increased, checkable deposits
as a fraction of all bank liabilities increased, as shown in the graph on page 283.
Checking accounts still provide a safe haven for households and small businesses
because their funds are safe up to the $250,000 federal deposit insurance ceiling.

Test your understanding by doing related problem 1.6 on page 308 at the end of
this chapter. 
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Bank Assets
Bank assets are acquired by banks with the funds they receive from depositors, with funds
they borrow, with funds they acquired initially from their shareholders, and with profits
they retain from their operations. A bank’s managers build a portfolio of assets that
reflect both the demand for loans by the bank’s customers and the bank’s need to balance
returns against risk, liquidity, and information costs. We now discuss the key bank assets.

Reserves and Other Cash Assets The most liquid asset that banks hold is reserves,
which consist of vault cash—cash on hand in the bank (including ATMs) or in
deposits at other banks—and deposits banks have with the Federal Reserve System. As
authorized by Congress, the Fed mandates that banks hold a percentage of their
demand deposits and NOW accounts (but not MMDAs) as required reserves.
Reserves that banks hold over and above those that are required are called excess
reserves. Banks had long complained that the Fed’s failure to pay interest on the banks’
reserve deposits amounted to a tax because, at least with respect to required reserves,
banks earned no interest on funds they could otherwise have used to make loans or
purchase securities. Congress responded in 2006 by authorizing the Fed to begin pay-
ing interest on banks’ required and excess reserve deposits beginning in October 2011.
In October 2008, during the financial crisis, Congress authorized the Fed to begin pay-
ing interest immediately, which it did. The interest rate is very low—0.25% as of
October 2010—and, of course, banks earn no interest on vault cash. Until the finan-
cial crisis of 2007–2009, excess reserves had fallen to quite low levels. But excess
reserves can provide an important source of liquidity to banks, and during the finan-
cial crisis, bank holdings of excess reserves soared. In addition to the Fed’s now paying
interest on bank reserve accounts, as we saw in the chapter opener, during and imme-
diately after the crisis, many banks were cautious about making loans, preferring to
hold the funds as excess reserves instead.

Another important cash asset is claims banks have on other banks for uncollected
funds, which is called cash items in the process of collection. Suppose your Aunt Tilly,
who lives in Seattle, sends you a $100 check for your birthday. Aunt Tilly’s check is
written against her checking account in her bank in Seattle. If you deposit the check in
your bank in Nashville, the check becomes a cash item in the process of collection.
Eventually, your bank will collect the funds from the Seattle bank, and the cash item in
the process of collection will be converted to reserves on your bank’s balance sheet.

Small banks often maintain deposits at other banks to obtain foreign-exchange
transactions, check collection, or other services. This function, called correspondent
banking, has diminished in importance over the past 50 years as the financial system
has provided small banks with other ways to obtain these services.

Securities Marketable securities are liquid assets that banks trade in financial markets.
Banks are allowed to hold securities issued by the U.S. Treasury and other government
agencies, corporate bonds that received investment-grade ratings when they were first
issued, and some limited amounts of municipal bonds, which are bonds issued by
state and local governments. Because of their liquidity, bank holdings of U.S. Treasury
securities are sometimes called secondary reserves. In the United States, commercial
banks cannot invest checkable deposits in corporate bonds or common stock. During
the past decade, banks have increased their holdings of mortgage-backed securities.
In 2010, mortgage-backed securities made up 56% of the securities banks held.
During the financial crisis of 2007–2009, the value of many mortgage-backed securi-
ties declined sharply, which caused many banks to suffer heavy losses and some banks
to fail.

Required reserves
Reserves the Fed requires
banks to hold against
demand deposit and NOW
account balances.

Excess reserves Any
reserves banks hold above
those necessary to meet
reserve requirements.

Reserves A bank asset
consisting of vault cash
plus bank deposits with the
Federal Reserve.

Vault cash Cash on hand
in a bank; includes currency
in ATMs and deposits with
other banks.



286 CHAPTER 10 • The Economics of Banking

P
er

ce
n

ta
g

e 
o

f 
to

ta
l l

o
an

s

0.0
1973 1979 1985 1991 1997 2003 2009

10.0

20.0

30.0

40.0

50.0

60.0

70.0

80.0%

Real estate loans

C&I loans

Consumer loans

Figure 10.1

The Changing Mix of
Bank Loans, 1973–2010
The types of loans granted by
banks have changed significantly
since the early 1970s. Real estate
loans have grown from less than
one-third of bank loans in 1973
to two-thirds of bank loans in
2010. Commercial and industrial
(C&I) loans have fallen from
more than 40% of bank loans to
less than 20%. Consumer loans
have fallen from more than 27%
of all loans to about 20%.

Note: The values are the shares of
the total of C&I, consumer, and
real estate loans at domestically
chartered U.S. banks. Total loans
do not include interbank loans or
other loans.

Source: Federal Reserve
Statistical Release H.8, July 30,
2010.•

Loans The largest category of bank assets is loans. Loans are illiquid relative to mar-
ketable securities and entail greater default risk and higher information costs. As a
result, the interest rates on loans are higher than those on marketable securities. Table
10.1 on page 281 shows that most bank loans fall into three categories: (1) loans to
businesses—called commercial and industrial, or C&I, loans; (2) consumer loans,
made to households primarily to buy automobiles, furniture, and other goods; and (3)
real estate loans, which include mortgage loans and any other loans backed with real
estate as collateral. Mortgage loans made to purchase homes are called residential mort-
gages, while mortgages made to purchase stores, offices, factories, and other commer-
cial buildings are called commercial mortgages.

Figure 10.1 shows that the types of loans granted by banks have changed signifi-
cantly since the early 1970s. Real estate loans have increased tremendously, growing from
less than one-third of bank loans in 1973 to two-thirds of bank loans in 2010. C&I loans,
which were the largest category of loans in 1973, have fallen from more than 40% of bank
loans to less than 20%. Firms take out C&I loans either to finance long-term investments,
such as purchases of machinery and equipment, or to meet short-term needs, such as
financing inventories. Beginning in the late 1970s, some firms that previously used C&I
loans began to meet their long-term funding needs by issuing junk bonds instead. As we
saw in Chapter 5, junk bonds are bonds that receive below-investment-grade ratings
from the bond-rating agencies. Once a market for newly issued junk bonds developed in
the late 1970s, many firms found the interest rates on these bonds to be lower than what
they would have paid on C&I loans from banks. The development of the commercial
paper market in the 1980s meant that banks also lost to that market many of the busi-
nesses that had been using short-term C&I loans.

The decline in the importance of C&I loans has fundamentally changed the nature
of commercial banking. Traditionally, we could sum up commercial banking by saying
that it consisted of taking in funds as checkable deposits and lending them to businesses.
C&I loans were typically low-risk loans that banks could count on as the basis of their
profits. Banks made C&I loans primarily to businesses on which they had gathered pri-
vate information through long-term relationships. In addition, the loans were often well
collateralized. Both of these factors reduced the chances that the loans would default.
Banks usually did not face much competition in making the loans, which kept the inter-
est rates on them relatively high. As the demand for C&I loans has declined, banks have
been forced to turn to riskier uses of their funds, especially residential and commercial
real estate lending. The popping of the real estate bubble beginning in 2006 showed that
replacing C&I loans with real estate loans had increased the degree of risk in the typical
bank’s loan portfolio.
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Other Assets Other assets include banks’ physical assets, such as computer equip-
ment and buildings. This category also includes collateral received from borrowers
who have defaulted on loans. Following the bursting of the housing bubble, many
banks ended up owning significant numbers of houses and residential lots as borrow-
ers and developers defaulted on their mortgages.

Bank Capital
Bank capital, also called shareholders’ equity, or bank net worth, is the difference
between the value of a bank’s assets and the value of its liabilities. In 2010, for the U.S.
banking system as a whole, bank capital was about 12% of bank assets. A bank’s capital
equals the funds contributed by the bank’s shareholders through their purchases of
stock the bank has issued plus accumulated retained profits. Note that as the value of
a bank’s assets or liabilities changes, so does the value of the bank’s capital. For
instance, during the financial crisis of 2007–2009, many banks saw declines in the val-
ues of loans and securities they owned. This decline in the value of their assets resulted
in a decline in the value of their capital.

Solved Problem 10.1
Constructing a Bank Balance Sheet

Solving the Problem
Step 1 Review the chapter material. This problem is about bank balance sheets, so

you may want to review the section “The Basics of Commercial Banking: The
Bank Balance Sheet,” which begins on page 280.

The following entries are from the actual balance sheet of a U.S. bank as of December 31, 2009.

Values are in billions of dollars.

Cash, including cash items in the process of collection $121
Non-interest-bearing deposits 275
Deposits with the Federal Reserve 190
Commercial loans 253
Long-term bonds (issued by the bank) 439
Real estate loans 460
Commercial paper and other short-term borrowing 70
Consumer loans 187
Securities 311
Interest-bearing deposits 717
Buildings and equipment 16
Other assets 685
Other liabilities 491

a. Use the entries to construct a balance sheet similar
to the one in Table 10.1, with assets on the left side
of the balance sheet and liabilities and bank capital
on the right side.

b. The bank’s capital is what percentage of its assets?
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Step 3 Answer part (b) by calculating the bank’s capital as a percentage of its
assets.

Total assets = $2,223 billion
Bank capital = $231 billion
Bank capital as a percentage of assets 

For more practice, do related problem 1.8 on page 309 at the end of this chapter.

=
$231 billion

$2,223 billion
= 0.104, or 10.4%

T-account An accounting
tool used to show changes
in balance sheet items.

10.2

Learning Objective
Describe the basic
operations of a
commercial bank.

Step 2 Answer part (a) by using the entries to construct the bank’s balance sheet,
remembering that bank capital is equal to the value of assets minus the
value of liabilities.

Assets Liabilities and bank capital

Cash including cash items in the 
process of collection

$121 Non-interest-bearing deposits $275

Deposits with the Federal Reserve 190 Interest-bearing deposits 717
Commercial loans 253 Commercial paper and other short-

term borrowing
70

Real estate loans 460 Long-term bonds 439
Consumer loans 187 Other liabilities 491
Securities 311 Total liabilities 1,992
Buildings and equipment 16 Bank capital 231
Other assets 685
Total assets $2,223 Total liabilities + bank capital $2,223

The Basic Operations of a Commercial Bank
In this section, we look at how banks earn a profit by matching savers and borrowers.
When a depositor puts money in a checking account and the bank uses the money to
finance a loan, the bank has transformed a financial asset (a deposit) for a saver into a
liability (a loan) for a borrower. Like other businesses, in order to grow, a bank takes
inputs, adds value to them, and delivers outputs. To analyze further the basics of bank
operations, we will work with a simplified balance sheet that shows only the changes
to the balance sheet from each transaction.

In particular, we will use an accounting tool known as a T-account, which shows
changes in balance sheet items. To take a simple example, suppose you use $100 in cash
to open a checking account at Wells Fargo. As a result, Wells Fargo acquires $100 in
vault cash, which it lists as an asset and counts as part of its reserves. Because you can
go to a Wells Fargo branch or an ATM at any time and withdraw your deposit, Wells
Fargo lists your $100 as a liability in the form of checkable deposits. We can use a 
T-account to illustrate the changes in Wells Fargo’s balance sheet that result:

What happens to the $100 that you deposited in Wells Fargo? By answering this
question, we can see how banks earn profits. Suppose that Wells Fargo held no excess
reserves before receiving your $100 deposit and that banking regulations require banks
to hold 10% of their checkable deposits as reserves. That means that $10 of the $100 

WELLS FARGO
Assets Liabilities

Vault cash �$100 Checkable deposits �$100
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is required reserves and the other $90 is excess reserves. To reflect the difference
between required reserves and excess reserves, we rewrite the balance that Wells Fargo
holds as reserves as follows:

Reserves a bank keeps as cash pay no interest, and those kept in deposits at the Fed
pay a low rate of interest. In addition, checkable deposits generate expenses for the
bank: The bank must pay interest to depositors and pay the costs of maintaining
checking accounts, including record keeping and servicing ATMs. The bank, therefore,
will want to use its excess reserves to make loans or buy securities in order to generate
income. Suppose that Wells Fargo uses its excess reserves to buy Treasury bills worth
$30 and make a loan worth $60. For simplicity, the units in this example are very small
(thinking in thousands of dollars would be more realistic). We can illustrate these
transactions with the following T-account:

Wells Fargo has used your $100 deposit to provide funds to the U.S. Treasury and
to the person or business it granted the loan to. By using your deposit, the bank
acquired interest-earning assets. If the interest Wells Fargo earns on these assets is
greater than the interest the bank pays you on your deposit plus the other costs of serv-
icing your deposit, then Wells Fargo will earn a profit on these transactions. The dif-
ference between the average interest rate banks receive on their assets and the average
interest rate they pay on their liabilities is called the banks’ spread.

To be successful, a bank must make prudent loans and investments so that it earns
a high enough rate of interest to cover its costs and to make a profit. This plan may
sound simple, but it hasn’t been easy for banks to earn profits in the past decade. As we
have seen, many banks purchased mortgage-backed securities, whose value declined
sharply following the bursting of the housing bubble. In addition, many banks, partic-
ularly community banks, provided substantial loans to commercial real estate developers.
The severity of the 2007–2009 recession meant that a greater number of borrowers
defaulted on their loans, forcing banks to take losses on these investments.

WELLS FARGO
Assets Liabilities

Reserves Checkable deposits 

Securities

Loans

�$10

�$30

�$60

�$100

WELLS FARGO
Assets Liabilities

Required reserves �$10 Checkable deposits �$100

Excess reserves �$90

Making the Connection

The Not-So-Simple Relationship Between 
Loan Losses and Bank Profits
Bankers understand that their loans entail default risk, or the risk that the borrower
will not repay the loan in full, with interest. When a borrower does not repay a loan,
the bank’s capital—or net worth—declines. During the term of the loan, if the bank
decides that the borrower is likely to default, the bank must write down or write off the
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Bank Capital and Bank Profits
As with any other business, a bank’s profits are the difference between its revenues and
its costs. A bank’s revenues are earned primarily from interest on its securities and loans
and from fees it charges for services such as credit cards, servicing deposit accounts, and
carrying out foreign exchange transactions. A bank’s costs are the interest it pays to its
depositors, the interest it pays on loans or other debt, and its costs of providing its serv-
ices. A bank’s net interest margin is the difference between the interest it receives on its
securities and loans and the interest it pays on deposits and debt, divided by the total
value of its earning assets.1 If we subtract the bank’s cost of providing its services from
the fees it receives, divide the result by the bank’s total assets, and then add the bank’s
net interest margin, we have an expression for the bank’s total profits earned per dollar
of assets, which is called its return on assets (ROA). ROA is usually measured in terms
of after-tax profit, or the profit that remains after the bank has paid its taxes:

ROA =
After-tax profit

Bank assets
.

loan. In other words, the bank reduces the value of the loan partly or entirely from the
assets on its balance sheet.

Banks set aside part of their capital as a loan loss reserve to anticipate future loan
losses. Using a loan loss reserve enables a bank to avoid large swings in its reported
profits and capital. Each time a bank adds to its loan loss reserve, it reduces current
profits. So, when a bad loan actually is written off, the bank’s profits and capital do not
decline further. During the financial crisis of 2007–2009, banks set aside enormous
loan loss reserves as they anticipated write-downs on mortgage-related loans. In 2009,
Citigroup alone had loan loss reserves of $37 billion, and JPMorgan Chase set aside
more than $30 billion. As the economy recovered during 2010, the value of some loans
rose as the chances of loan defaults fell. This allowed banks to reduce their loan loss
reserves, which increased their reported profits.

Although the large loan loss reserves banks built up during the financial crisis seem
clearly justified by the increased default risk of their loan portfolios, during other peri-
ods, the Securities and Exchange Commission (SEC) has questioned whether banks have
been “over-reserving.” Members of the SEC’s staff have argued that banks will sometimes
increase their loan loss reserves more than is justified during an economic expansion,
when defaults are relatively rare. The banks can then draw down the reserves during a
recession, evening out their reported profits. If true, this practice would amount to “earn-
ings management,” which is prohibited under accounting rules because, although it can
make a firm’s management look good by keeping the firm’s reported profits stable, it may
provide investors with a misleading view of the firm’s profits.

In 2010, regulators continued to consider how banks should determine the appro-
priate level of loan loss reserves.

Sources: Eric Dash, “Citigroup, in Turnaround, Reports $4.4 Billion in Profit,” New York Times, April 19,
2010; Eric Dash, “JP Morgan Chase Earns $11.7 Billion,” New York Times, January 15, 2010; and
Michelle Clark Neely, “High Loan Loss Reserves: Virtue or Vice?” Federal Reserve Bank of St. Louis
Monetary Trends, March 1999.

Test your understanding by doing related problem 2.9 on page 310 at the end of
this chapter.

Net interest margin The
difference between the
interest a bank receives on
its securities and loans and
the interest it pays on
deposits and debt, divided
by the total value of its
earning assets.

Return on assets (ROA)
The ratio of the value of a
bank’s after-tax profit to
the value of its assets.

1Earning assets do not include assets, such as vault cash, on which a bank does not earn a return.
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A bank’s shareholders own the bank’s capital and are interested in the profits the bank’s
managers are able to earn on their investment. So, shareholders often judge bank man-
agers not on the basis of ROA but on the basis of return on equity (ROE). Return on
equity is after-tax profit per dollar of equity, or bank capital:

ROA and ROE are related by the ratio of a bank’s assets to its capital:

At the end of April 2010, total assets of U.S. commercial banks were $11.9 trillion
and bank capital was $1.4 trillion, meaning that the ratio of assets to capital for the
banking system as a whole was 8.5. If a bank earned 2% ROA and had a ratio of assets
to capital of 8.5, then its ROE would be 17% (= 2% * 8.5). However, if the bank’s ratio
of assets to capital was 15, then its ROE would be 30%. As we will discuss in Chapter 11,
in the mid-2000s, some financial firms had ratios of assets to capital as high as 35. For
those firms, a modest 2% ROA would translate to a whopping 70% ROE! We can con-
clude that managers of banks and other financial firms may have an incentive to hold a
high ratio of assets to capital.

The ratio of assets to capital is one measure of bank leverage, the inverse of which
(capital to assets) is called a bank’s leverage ratio. Leverage is a measure of how much
debt an investor assumes in making an investment. The ratio of assets to capital is a
measure of bank leverage because banks take on debt by, for instance, accepting
deposits to gain the funds to accumulate assets. A high ratio of assets to capital—high
leverage—is a two-edged sword: Leverage can magnify relatively small ROAs into large
ROEs, but it can do the same for losses. For example, suppose a bank suffers a 3% loss
as a percentage of assets. With a ratio of assets to capital of 8.5, the result is a manage-
able -25.5% ROE. But if the bank’s ratio of assets to capital were 35, the result would
be a -105% ROE. In other words, a relatively small loss on the bank’s assets would have
the result of wiping out all of the bank’s capital. We can conclude that high bank lever-
age increases the degree of risk financial firms are exposed to by magnifying swings in
profits as measured by ROE.

In two respects, moral hazard can contribute to high bank leverage. First, bank
managers are typically compensated at least partly on the basis of their ability to pro-
vide shareholders with a high ROE. Particularly if managers do not themselves own
significant amounts of stock in the bank, they may have an incentive to take on more
risk than shareholders would prefer. Second, federal deposit insurance has increased
moral hazard by reducing the incentive depositors have to monitor the behavior of
bank managers. Depositors with accounts below the deposit insurance limit do not
suffer losses if their bank fails because the bank’s managers took on excessive risk. So,
bank managers do not have to fear that becoming more highly leveraged will cause
depositors to withdraw their funds.

As we will see in Chapter 12, to deal with this risk, government regulations called
capital requirements have placed limits on the value of the assets commercial banks can
acquire relative to their capital. These same limits, however, have not applied to other
financial firms, such as investment banks. During the financial crisis of 2007–2009,
severe problems among investment banks, such as Bear Stearns and Lehman Brothers,
were worsened by their high ratios of assets to capital. Whether capital requirements
will be extended beyond commercial banks to other financial firms is the subject of
ongoing international regulatory discussion.

ROE = ROA *
Bank assets

Bank capital
.

ROE =
After-tax profit

Bank capital
.

Return on equity (ROE)
The ratio of the value of a
bank’s after-tax profit to
the value of its capital.

Leverage A measure of
how much debt an investor
assumes in making an
investment.

Bank leverage The ratio
of the value of a bank’s
assets to the value of its
capital, the inverse of
which (capital to assets) is
called a bank’s leverage
ratio.
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Managing Bank Risk
In addition to risks that banks may face from inadequate capital relative to their assets,
banks face several other types of risk. In this section, we examine how banks deal with
the following three types of risks: liquidity risk, credit risk, and interest-rate risk.

Managing Liquidity Risk
Liquidity risk refers to the possibility that a bank may not be able to meet its cash
needs by selling assets or raising funds at a reasonable cost. For example, large deposit
withdrawals might force a bank to sell relatively illiquid loans, possibly suffering loss-
es on the sales. The challenge to banks in managing liquidity risk is to reduce their
exposure to risk without sacrificing too much profitability. For example, a bank can
minimize liquidity risk by holding fewer loans and securities and more reserves. Such
a strategy reduces the bank’s profitability, however, because the bank earns no interest
on vault cash and only a low interest rate on its reserve deposits with the Fed. So, rather
than hold large amounts of excess reserves, banks typically reduce liquidity risk
through strategies of asset management and liquidity management.

Banks can practice asset management by lending funds in the federal funds market,
usually for one day at a time. Normally, banks can earn a higher interest rate by lending
to other banks in the federal funds market than they can by keeping the funds on deposit
with the Fed. A second option is to use reverse repurchase agreements, which involve a
bank buying Treasury securities owned by a business or another bank while at the same
time agreeing to sell the securities back at a later date, often the next morning. (With a
repurchase agreement, the bank would sell the Treasury securities and agree to buy them
back at a later date.) The reverse repurchase agreement acts, in effect, as a short-term loan
from the bank to a business or other bank with the Treasury securities acting as collateral.
Most banks use a combination of loans in the federal funds market and reverse repur-
chase agreements. Because the loans in the federal funds market and repurchase agree-
ments are very short term, the funds can be available to meet deposit withdrawals.

Banks can also meet a surge in deposit withdrawals by increasing their liabilities—
borrowings—rather than by increasing their reserves. Liability management involves
determining the best mix of borrowings needed to obtain the funds necessary to satis-
fy deposit withdrawals. Banks can borrow from other banks in the federal funds mar-
ket, borrow from businesses or other banks using repurchase agreements, or borrow
from the Fed by taking out discount loans.

Managing Credit Risk
Credit risk is the risk that borrowers might default on their loans. We saw in Chapter
9 that credit risk can arise because asymmetric information often results in the prob-
lems of adverse selection and moral hazard. Because borrowers know more about their
financial health and their true plans for using borrowed money, banks may find them-
selves inadvertently lending to poor credit risks or to borrowers who intend to use bor-
rowed funds for something other than their intended purpose. We now briefly consider
the different methods banks can use to manage credit risk.

Diversification We saw in Chapter 5 that investors—whether individuals or financial
firms—can reduce their exposure to risk by diversifying their holdings. If banks lend
too much to one borrower, to borrowers in one region, or to borrowers in one indus-
try, they are exposed to greater risks from those loans. For example, a bank that had
granted most of its loans to consumers and business in New Orleans would have suf-
fered serious losses on those loans following Hurricane Katrina in 2005. By diversifying
across borrowers, regions, and industries, banks can reduce their credit risk.

Credit risk The risk that
borrowers might default on
their loans.

10.3

Learning Objective
Explain how banks
manage risk.

Liquidity risk The possi-
bility that a bank may not
be able to meet its cash
needs by selling assets or
raising funds at a reason-
able cost.



Managing Bank Risk 293

Credit-Risk Analysis In performing credit-risk analysis, bank loan officers screen loan
applicants to eliminate potentially bad risks and to obtain a pool of creditworthy bor-
rowers. Individual borrowers usually must give the loan officer information about
their employment, income, and net worth. Business borrowers supply information
about their current and projected profits and net worth. Banks often use credit-scoring
systems to predict statistically whether a borrower is likely to default. For example,
individuals who change jobs frequently are more likely to default than are people with
more stable job histories. Loan officers not only collect information before granting a
loan, they also monitor the borrower during the term of the loan.

Historically, loan rates to businesses were based on the prime rate, which was the
interest rate charged on six-month loans to borrowers with the lowest expected default
risk—so-called high-quality borrowers. Other loans carried interest rates greater than
the prime rate, according to their credit risk. Higher-risk loans had higher interest
rates. Today, however, banks charge most large- to medium-sized businesses interest
rates that reflect changing market interest rates instead of the stated prime rate, which
is typically charged only to smaller borrowers.

Collateral To combat problems of adverse selection, banks also generally require that
a borrower put up collateral, or assets pledged to the bank in the event that the
borrower defaults. For example, an entrepreneur who needs a bank loan to start a new
business will likely be asked by the bank to pledge some of her financial assets or her
house as collateral. In addition, the bank might require the entrepreneur to maintain
a compensating balance, a required minimum amount that the business taking out the
loan must maintain in a checking account with the lending bank.

Credit Rationing In some circumstances, banks minimize the costs of adverse selec-
tion and moral hazard through credit rationing. In credit rationing, the bank either
grants a borrower’s loan application but limits the size of the loan or simply declines
to lend any amount to the borrower at the current interest rate. The first type of credit
rationing occurs in response to possible moral hazard. Limiting the size of bank loans
reduces costs of moral hazard by increasing the chance that the borrower will repay the
loan to maintain a sound credit rating. Banks place credit limits on the MasterCard
and Visa cards they issue for the same reason. With a credit limit of $2,500 on your
credit card, you are likely to repay the bank so that you can borrow again in the future.
If the bank were willing to give you a $2.5 million credit limit, you might be tempted
to spend more money than you could repay. So, limiting the size of borrowers’ loans to
amounts less than borrowers demand at the current interest rate is both rational and
profit maximizing for banks.

The second type of credit rationing occurs in response to the adverse selection
problem that arises when borrowers have little or no collateral to offer banks. What if
a bank tries to raise the interest rate it charges to compensate itself for the higher
default risk such borrowers represent? If the bank cannot distinguish the low-risk bor-
rowers in this group from the high-risk borrowers, it runs the risk of having the low-
risk borrowers drop out of the loan pool because of the high interest rate, leaving only
the high-risk borrowers. So, keeping the interest rate at the lower level and denying
loans altogether to some borrowers can be in the bank’s best interest.

Monitoring and Restrictive Covenants To reduce the costs of moral hazard, banks
monitor borrowers to make sure they don’t use the funds borrowed to pursue unau-
thorized, risky activities. Banks keep track of whether borrowers are obeying restrictive
covenants, or explicit provisions in the loan agreement that prohibit the borrower from
engaging in certain activities. A business borrowing money to pay for new equipment

Credit-risk analysis The
process that bank loan offi-
cers use to screen loan
applicants.

Prime rate Formerly, the
interest rate banks charged
on six-month loans to
high-quality borrowers;
currently, an interest rate
banks charge primarily to
smaller borrowers.

Credit rationing The
restriction of credit by
lenders such that borrowers
cannot obtain the funds
they desire at the given
interest rate.  
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might be explicitly barred from using the money to meet its payroll obligations or to
finance inventories.

Long-Term Business Relationships We saw in Chapter 9 that the ability of banks to
assess credit risks on the basis of private information on borrowers is called
relationship banking. One of the best ways for a bank to gather information about a
borrower’s prospects or to monitor a borrower’s activities is for the bank to have a
long-term business relationship with the borrower. By observing the borrower over
time—through the borrower’s checking account activity and loan repayments—the
bank can significantly reduce problems of asymmetric information by reducing its
information gathering and monitoring costs. Borrowers also gain from long-term rela-
tionships with banks. The customer can obtain credit at a lower interest rate or with
fewer restrictions because the bank avoids costly information-gathering tasks.

Managing Interest-Rate Risk
Banks experience interest-rate risk if changes in market interest rates cause bank prof-
its or bank capital to fluctuate. The effect of a change in market interest rates on the
value of a bank’s assets and liabilities is similar to the effect of a change in interest rates
on bond prices. That is, a rise in the market interest rate will lower the present value of
a bank’s assets and liabilities, and a fall in the market interest rate will raise the present
value of a bank’s assets and liabilities. The effect of a change in interest rates on a bank’s
assets and liabilities depends in part on whether the assets or liabilities are variable rate
or fixed rate. The interest rate on a variable-rate asset or liability changes at least once
per year, while the interest rate on a fixed-rate asset or liability changes less often than
once per year.

Table 10.2 shows the hypothetical balance sheet for Polktown National Bank. The
table illustrates examples of fixed-rate and variable-rate assets and liabilities. If inter-
est rates go up, Polktown will pay more interest on its $230 million in variable-rate lia-
bilities while receiving more interest on only $150 million in variable-rate assets, so its
profits will decline. Therefore, Polktown faces interest-rate risk.

The significant increase in the volatility of market interest rates during the 1980s
caused heavy losses for banks and savings and loans that had made fixed-rate loans
using funds from short-term, variable-rate deposits. An increase in market interest
rates also reduced the value of the banks’ assets relative to their liabilities, thereby

Table 10.2 Hypothetical Balance Sheet for Polktown National Bank

Polktown National Bank

Assets Liabilities plus bank capital

Fixed-rate assets $350 million Fixed-rate liabilities $230 million

Reserves Checkable deposits
Long-term marketable securities Savings deposits

Long-term loans Long-term CDs
Variable-rate assets $150 million Variable-rate liabilities $230 million

Adjustable-rate loans Short-term CDs
Short-term securities Federal funds

Bank capital $ 40 million
Total assets $500 million Total liabilities plus bank capital $500 million

Interest-rate risk The
effect of a change in mar-
ket interest rates on a
bank’s profit or capital.
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reducing their capital and contributing to the increase in the failures of banks and sav-
ings and loans during the late 1980s. (For a graph of the number of bank failures each
year between 1960 and 2010, see Figure 10.2 on page 298.)

Measuring Interest-Rate Risk: Gap Analysis and Duration Analysis Bank man-
agers use gap analysis and duration analysis to measure how vulnerable their banks are
to interest-rate risk. Gap analysis looks at the difference, or gap, between the dollar
value of a bank’s variable-rate assets and the dollar value of its variable-rate liabilities.
Most banks have negative gaps because their liabilities—mainly deposits—are more
likely to have variable rates than are their assets—mainly loans and securities. For
example, from Table 10.2, we can see that Polktown National Bank has a gap equal to
$150 million - $230 million = -$80 million. To simplify the analysis, suppose that the
interest rates on all of Polktown’s variable-rate assets and variable-rate liabilities
increase by 2 percentage points over a one-year period. Then Polktown will earn 0.02
* $150 million = $3 million more on its assets but pay 0.02 * $230 million = $4.6 million
more on its liabilities, so its profits will fall by $1.6 million. We could have calculated
the fall in Polktown’s profits directly by multiplying the change in the market interest
rate by Polktown’s gap: 0.02 * -$80 million = -$1.6 million. This simple gap analysis
conveys the basics of how to calculate the vulnerability of a bank’s profits to changes
in market interest rates. In practice, though, a bank manager will conduct a more
sophisticated analysis that takes into account the fact that different assets and liabili-
ties are likely to experience different changes in interest rates.

In addition to affecting a bank’s profits, changes in interest rates can affect a bank’s
capital by changing the value of the bank’s assets and liabilities. We saw in Chapter 3
that the longer the maturity of a financial asset, the larger the change in the asset’s price
as a result of a given change in interest rates. During the 1930s, Frederick Macaulay, an
economist at the National Bureau of Economic Research, developed the concept of
duration as a more precise measure than maturity of the sensitivity of a financial asset’s
price to changes in the interest rate.2 The longer the duration of a particular bank asset
or bank liability, the more the value of the asset or liability will change as a result of a
change in market interest rates. Duration analysis measures how sensitive a bank’s
capital is to changes in market interest rates. A bank’s duration gap is the difference
between the average duration of the bank’s assets and the average duration of the
bank’s liabilities. If a bank has a positive duration gap, the duration of the bank’s assets
is greater than the duration of the bank’s liabilities. In this case, an increase in market
interest rates will reduce the value of the bank’s assets more than the value of the bank’s
liabilities, which will decrease the bank’s capital. Banks typically have positive duration
gaps because their assets—mainly loans and securities—have longer durations than
their liabilities—mainly deposits.

We summarize gap and duration analysis in Table 10.3. We can conclude that
falling market interest rates are typically good news for banks because they will increase
bank profits and the value of bank capital, while rising market interest rates are bad
news for banks because they will decrease bank profits and the value of bank capital.

2For the mathematically minded, here is a more precise definition of duration: Duration is the weighted
sum of the maturities of the payments from a financial asset, where the weights are equal to the present
value of the payment divided by the present value of the asset. If we denote the present value of a 
payment at time t by PVt, then the market value, MV, of an asset that matures in T periods is 

and the duration of the asset is d = a
T

t=1
ta PVt

MV
b .MV = a

T

t=1
PVt

Gap analysis An analysis
of the difference, or gap,
between the dollar value of
a bank’s variable-rate
assets and the dollar 
value of its variable-rate
liabilities.

Duration analysis An
analysis of how sensitive a
bank’s capital is to changes
in market interest rates.
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Reducing Interest-Rate Risk Bank managers can use a variety of strategies to reduce
their exposure to interest-rate risk. Banks with negative gaps can make more
adjustable-rate or floating-rate loans. That way, if market interest rates rise and banks
must pay higher interest rates on deposits, they will also receive higher interest rates on
their loans. Unfortunately for banks, many loan customers are reluctant to take out
adjustable-rate loans because although the loans reduce the interest-rate risk banks
face, they increase the interest-rate risk borrowers face. For example, if you buy a house
using an adjustable-rate mortgage (ARM), your monthly payments will decline if mar-
ket interest rates fall but rise if market interest rates rise. Many borrowers do not want
to assume this interest-rate risk, so the great majority of residential mortgage loans are
granted with fixed rates. Similarly, adjustable-rate car loans are rare. Fortunately, banks
are able to sell many of their long-term loans as part of the securitization process that
we have already discussed. In addition, many bank loans are granted to businesses and
are short-term, variable-rate loans where the interest-rate risk is not very large.

We saw in Chapter 7 that banks can use interest-rate swaps in which they agree to
exchange, or swap, the payments from a fixed-rate loan for the payments on an
adjustable-rate loan owned by a corporation or another financial firm. Swaps allow
banks to satisfy the demands of their loan customers for fixed-rate loans while still reduc-
ing exposure to interest-rate risk. We also saw in Chapter 7 that banks have available to
them futures contracts and options contracts that can help hedge interest-rate risk.
Suppose, for example, that Polktown Bank uses funds from variable-rate certificates of
deposit (CDs) to make a long-term fixed-rate loan to a local auto parts factory. If inter-
est rates rise, Polktown will have to pay higher interest rates on the CDs or lose the funds
to another bank but will not receive an increase in interest payments on the fixed-rate
loan. To offset this interest-rate risk, Polktown could sell Treasury bill futures contracts.
If market interest rates rise, the value of Treasury bill futures contracts will fall, which
allows Polktown to earn a profit to offset the additional interest it will have to pay on the
CDs. Polktown can undertake a similar hedge by using put options contracts on Treasury
bills. (For a more complete discussion of futures and options contracts, see Chapter 7.)

Trends in the U.S. Commercial Banking Industry
The U.S. commercial banking industry has gone through tremendous changes over the
years. In this section, we present a brief overview of the history of banking, as well as
look at important developments during the past 20 years, including the effects of the
financial crisis of 2007–2009.

The Early History of U.S. Banking
For most of U.S. history, the overwhelming majority of banks have been small and have
typically operated in a limited geographical area. After the failure of two early attempts
to establish federally controlled banks with nationwide branches, for several decades all
banks were state banks. This means that a bank had to obtain a charter, or the legal

Table 10.3 Gap and Duration Analysis

Most banks have ...
so an increase in market
interest rates will ...

and, a decrease in market 
interest rates will ...

a positive gap, and decrease bank profits, increase bank profits.

a negative duration gap, decrease bank capital, increase bank capital.
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document allowing the bank to operate, from the state government. The National
Banking Act of 1863 made it possible for a bank to obtain a federal charter from the
Office of the Comptroller of the Currency, which is part of the U.S. Treasury
Department. Federally chartered banks are known as national banks. The United States
currently has a dual banking system in which banks can be chartered either by state
governments or by the federal government. The National Banking Acts of 1863 and
1864 also prohibited banks from using deposits to buy ownership of nonfinancial firms.
This prohibition does not exist in some other countries, notably Germany and Japan.

Bank Panics, the Federal Reserve, and the 
Federal Deposit Insurance Corporation
We have seen that banks can suffer from liquidity risk, which is driven by the possibil-
ity that depositors may collectively decide to withdraw more funds than the bank has
immediately on hand. In the current banking system, this risk is relatively low because
bank deposits are insured up to a limit of $250,000, which reduces the concern that
depositors might otherwise have of losing their money in the event that their banks
fail. In addition, the Federal Reserve plays the role of a lender of last resort by making
discount loans to banks suffering from temporary liquidity problems. For most of the
nineteenth and early twentieth centuries, however, neither federal deposit insurance
nor the Federal Reserve existed. As a result, banks were subject to periodic bank runs,
in which large numbers of depositors would decide that a bank might be in danger of
failure and would demand their deposits back. If a few banks were hit with runs, they
might be able to satisfy depositors’ demand for funds by borrowing from other banks.
But if many banks simultaneously experienced runs, the result would be a bank panic,
which often resulted in banks being unable to return depositors’ money and having to
temporarily close their doors. With households and firms cut off from their deposits
and from access to credit, bank panics typically resulted in recessions. A particularly
severe panic in 1907 finally convinced Congress that a central bank capable of serving
as a lender of last resort was needed. Congress passed the Federal Reserve Act in
December 1913, and the Federal Reserve System began operation in 1914.

Although the establishment of the Federal Reserve System put a temporary end to
bank panics, they recurred in the early 1930s, during the Great Depression. Congress
responded by setting up a system of federal deposit insurance run by the Federal Deposit
Insurance Corporation (FDIC), which was established in 1934. All national banks were
required to join the system, and state banks were given the option of joining. Today,
about 99% of all depositors are fully insured, so most depositors have little incentive to
withdraw their money and cause their bank to fail if there are questions about the bank’s
financial health. The FDIC generally handles bank failures in one of two ways: It closes
the bank and pays off depositors, or it purchases and assumes control of the bank while
locating another bank willing to purchase the failed bank. If the FDIC closes a bank, it
pays off the insured depositors immediately, using the bank’s assets. If those funds are
insufficient, the FDIC makes up the difference from its insurance reserves, which come
from assessments the FDIC levies on insured banks. After compensating insured depos-
itors, any remaining funds are paid to uninsured depositors.

The FDIC prefers to keep failed banks open rather than close them. To keep a bank
open, the FDIC will quickly locate another bank willing to take over the failing bank—
usually before the failing bank is closed. Another bank may be willing to take over the
failed bank in order to enter a new geographical area or to gain access to the failed
bank’s deposit and loan customers. If the FDIC has to purchase and assume control of
a failed bank, the FDIC typically incurs costs in the transition. Generally, it tries to find
an acquiring bank to take on all of the failed bank’s deposits. In that case, the FDIC

National bank A federally
chartered bank.

Dual banking system
The system in the United
States in which banks are
chartered by either a state
government or the federal
government.
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subsidizes the acquisition by providing loans at low interest rates or by buying problem
loans in the failed bank’s portfolio. As Figure 10.2 shows, during the recent financial cri-
sis, the number of bank failures increased sharply, although through October 2010, fail-
ures had not reached the high levels seen during the savings and loan crisis of the late
1980s. (We discuss the savings and loan crisis in Chapter 12.). A number of recent fail-
ures were of large institutions, which required substantial expenditures by the FDIC. By
late 2009, Sheila Bair, the chair of the FDIC, announced that its insurance reserves had
been depleted. To raise additional funds, the FDIC required banks to prepay their annu-
al assessments for three years up through 2012. Although this move temporarily restored
the FDIC reserves, it was unclear in late 2010 whether the FDIC might need to tap an
emergency line of credit with the U.S. Treasury if bank failures continued at a high level.

The Rise of Nationwide Banking
A series of federal laws limited the ability of banks to operate in more than one state. The
most recent of these was the McFadden Act, which Congress passed in 1927. In addition,
most states were unit banking states, which means that they had regulations prohibiting
banks from having more than one branch. Research by David Wheelock of the Federal
Reserve Bank of St. Louis has shown that in 1900, of the 12,427 commercial banks in the
United States, only 87 had any branches. By contrast, for many years, most other coun-
tries have had relatively few banks, each of which operates branches nationwide.

The U.S. system of many small, geographically limited banks was the result of
political views that the power of banks should be limited by keeping them small and
that the deposits banks received should be used only to fund loans in the local area. But
most economists believe the U.S. system was economically inefficient because it failed
to take full advantage of economies of scale in banking. As we discussed in Chapter 9,
economies of scale refers to the reduction in average cost that results from an increase
in volume. Larger banks are able to spread their fixed costs, such as the salaries of loan
officers and the costs of operating the bank building, over a larger volume of transac-
tions. In modern banking, computer systems are also an important fixed cost to banks.
Keeping banks limited to a small geographical area was also inefficient because it
exposed banks to greater credit risk by concentrating their loans in one area.

Over time, restrictions on the size and geographical scope of banking were gradu-
ally removed. After the mid-1970s, most states eliminated restrictions on branching
within the state. In 1994, Congress passed the Riegle-Neal Interstate Banking and
Branching Efficiency Act, which allowed for the phased removal of restrictions on inter-
state banking. The 1998 merger of NationsBank, based in North Carolina, and Bank of
America, based in California, produced the first bank with branches on both coasts.

Through October
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Commercial Bank
Failures in the United
States, 1960–2010
Bank failures in the United States
were at low levels from 1960 until
the savings and loan crisis of
mid-1980s. By the mid-1990s,
bank failures had returned to low
levels, where they remained until
the beginning of the financial cri-
sis in 2007.

Note: The total for 2010 is
through October.

Source: Federal Deposit
Insurance Corporation.•
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Rapid consolidation in the U.S. banking industry has resulted from these regula-
tory changes. While in 1975, there were 14,384 commercial banks in the United States,
in 2009, there were only 6,839. This number is still much greater than in most other
countries, so it seems likely that further consolidation will take place, and the number
of banks will continue to dwindle. The decline in the number of banks understates the
degree of consolidation in the U. S. banking industry. As Table 10.4 shows, the largest
10 banks now have nearly half of all deposits.

During 2010, as Congress enacted changes in financial regulation, some members
of the House and Senate suggested placing limits on the size of banks. They argued that
when banks become too large, they acquire market power that enables them to pay
lower interest rates to depositors and charge higher interest rates on loans. In addition,
some economists and policymakers worried that large banks were “too big to fail,”
meaning that their failure would cause such financial disruption that the Federal
Reserve, the FDIC, and the U.S. Treasury would be forced to take measures to keep
them from bankruptcy however poorly they may have been managed. The Dodd-Frank
Act of 2010 did not specifically limit bank size, leaving open the debate about “too big
to fail,” to which we return in Chapter 12.

Expanding the Boundaries of Banking
The activities of banks have changed dramatically during the past five decades.
Between 1960 and 2010, banks increased the amount of funds they raise from time
deposits and negotiable CDs, and they increased their borrowings in the federal funds
market and from repurchase agreements. Banks also reduced their reliance on C&I
loans and on consumer loans, and they increased their reliance on real estate loans. In
addition, banks have expanded into nontraditional lending activities and into activi-
ties where their revenue is generated from fees rather than from interest.

Off-Balance-Sheet Activities Banks have increasingly turned to generating fee income
in off-balance-sheet activities. Traditional banking activity, such as taking in deposits
and making loans, affects a bank’s balance sheet because deposits appear on the
balance sheet as liabilities, and loans appear as assets. Off-balance-sheet activities do
not affect the bank’s balance sheet because they do not increase either the bank’s assets
or its liabilities. For instance, when a bank buys and sells foreign exchange for cus-
tomers, the bank charges the customers a fee for the service, but the foreign exchange

Table 10.4 The 10 Largest U.S. Banks, 2009

Bank Share of Total Deposits

Bank of America 12.4%

JPMorgan Chase 9.3
Wachovia Bank 6.0
Wells Fargo Bank 4.9
Citibank 4.0
U.S. Bank 2.3
SunTrust Bank 1.8
National City Bank 1.5
Branch Banking and Trust Company 1.4
Regions Bank 1.4
Total for top 10 banks 45.0%

Source: Federal Deposit Insurance Corporation.

Off-balance-sheet
activities Activities that do
not affect a bank’s balance
sheet because they do not
increase either the bank’s
assets or its liabilities.
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does not appear on the bank’s balance sheet. Banks also charge fees for private banking
services to high-income households—those with a net worth of $1 million or more.
We briefly describe four important off-balance-sheet activities that banks have come
to rely on to earn fee income:

1. Standby letters of credit. We have seen that during the 1970s and 1980s, banks lost
some of their commercial lending business to the commercial paper market. As the
commercial paper market developed, most buyers insisted that sellers provide a
standby letter of credit. With a standby letter of credit, a bank promises to lend
funds to the borrower—the seller of the commercial paper—to pay off its matur-
ing commercial paper, if necessary. Banks generally charge a fee equal to 0.5% of
the value of the commercial paper. Today, not only corporations but also state and
local governments typically need standby letters of credit in order to sell commer-
cial paper. Using standby letters of credit essentially splits the granting of credit
into two parts: credit-risk analysis through information gathering and actual lend-
ing. Banks can provide credit-risk analysis efficiently, while financial markets can
provide the actual funding more inexpensively. Unlike conventional loans, standby
letters of credit do not appear on bank balance sheets.

2. Loan commitments. In a loan commitment, a bank agrees to provide a borrower
with a stated amount of funds during a specified period of time. Borrowers then
have the option of deciding when or if they want to take the loan. Banks earn a fee
for loan commitments. The fee is usually split into two parts: an upfront fee when
the commitment is written and a nonusage fee on the unused portion of the loan.
For loans that are actually made, the interest rate charged is a markup over a
benchmark lending rate. Loan commitments fix the markup over the benchmark
rate in advance but not the interest rate to be charged if the loan is made. In addi-
tion, the bank’s commitment to lend ceases if the borrower’s financial condition
deteriorates below a specified level.

3. Loan sales. We have already seen that loan securitization has been an important
development in the U.S. financial system. With securitization, rather than holding
the loans in their own portfolios, banks convert bundles of loans into securities that
are sold directly to investors through financial markets. As part of the trend toward
securitization since the 1980s, the market for bank loan sales in the United States
grew from almost nothing to a substantial size. A loan sale is a financial contract in
which a bank agrees to sell the expected future returns from an underlying bank
loan to a third party. Loan sales are also called secondary loan participations.
Formally, the loan contract is sold without recourse, which means that the bank pro-
vides no guarantee of the value of the loan sold and no insurance. Large banks sell
loans primarily to domestic and foreign banks and to other financial institutions.
Originally, banks sold only short-term, high-quality loans with low information-
gathering and monitoring costs. Increasingly, however, banks are selling lesser-qual-
ity and longer-term loans. By selling loans, banks put their reputations on the line,
rather than their capital. A bank whose loans perform poorly is unlikely to remain
a successful player in that market.

4. Trading activities. Banks earn fees from trading in the multibillion-dollar mar-
kets for futures, options, and interest-rate swaps. Bank trading in these markets is
primarily related to hedging the banks’ own loan and securities portfolios or to
hedging services provided for bank customers. But banks sometimes speculate in
these markets by buying or selling, with the expectation that they can make a prof-
it on changes in prices. Speculation, of course, carries the risk of losing money. The
bank employees responsible for trading are often compensated on the basis of the
profits they earn. So, a principal–agent problem can occur, with these employees

Loan commitment An
agreement by a bank to
provide a borrower with a
stated amount of funds
during some specified
period of time.

Loan sale A financial con-
tract in which a bank
agrees to sell the expected
future returns from an
underlying bank loan to a
third party.

Standby letter of credit
A promise by a bank to
lend funds, if necessary, to
a seller of commercial
paper at the time that the
commercial paper matures.
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taking on more risk—in the hope of earning higher profits and higher
compensation—than the bank’s top managers or its shareholders would prefer.
During the financial crisis of 2007–2009, members of Congress became concerned
that losses from trading in securities had worsened the financial situation at some
banks. During 2010, Congress considered enacting a proposal developed by for-
mer Federal Reserve Chairman Paul Volcker, who was serving as head of President
Obama’s economic recovery advisory board. Under the “Volcker Rule,” banks
would have to give up trading for their own accounts, or they would no longer be
eligible for financial support from the federal government if they needed it in a
future financial crisis. Some limits on this trading were enacted in the Dodd-Frank
Act of 2010.

Banks generate fee income from off-balance-sheet activities, but they also take on
additional risk. To assess their exposure to risk in off-balance-sheet activities, banks
have developed sophisticated computer models. One popular model, known as the
value-at-risk (VAR) approach, uses statistical models to estimate the maximum losses a
portfolio’s value is likely to sustain over a particular time period—hence the name
“value at risk.” These models have been helpful to banks in assessing risk, but they
proved to be far less than foolproof in shielding banks from heavy losses during the
financial crisis of 2007–2009 mainly because they did not account for credit risk in
trading assets.

Electronic Banking The development of inexpensive computer processing and the
rise of the Internet have revolutionized how many banking transactions are handled.
The first important development in electronic banking was the spread of automatic
teller machines (ATMs). ATMs for the first time allowed depositors regular access to
their funds outside normal banking hours. Rather than having to arrive at a bank
between 10 A.M. and 3 P.M., depositors could now withdraw money at 2 A.M. if they
wanted to. ATMs were attractive to banks because once installed, the costs of running
and maintaining them were far less than the costs of paying bank tellers. In addition,
in states that restricted branch banking, ATMs were particularly appealing because
they were not legally considered to be branches, so they allowed banks to extend their
operations into areas where they could not have opened branches.

By the mid-1990s, virtual banks began to appear. These banks have no brick-and-
mortar bank buildings but instead carry out all their banking activities online.
Customers can open accounts, pay bills electronically, and have their paychecks directly
deposited—all without paper. ING Direct, an online bank, has more than 7.5 million
depositors in the United States. By the mid-2000s, most traditional banks had also
begun providing online services that allow depositors to easily pay some or all of their
bills electronically rather than by paper check, typically without being charged a fee.
Loan applications can also be made online, with the bulk of the approval process han-
dled electronically; however, borrowers typically have to provide some paper docu-
ments as part of the process. Banks have also begun to clear the vast majority of checks
electronically. Until a few years ago, if you deposited a check written against an account
at another bank, your bank (or the Federal Reserve, which provided check clearing
services for banks) would have to physically send the check to the other bank in order
to receive payment. Today, your bank is likely to clear the check by sending an electronic
image of it to the other bank.

Virtual banking has played an increasing role in the banking industry, but brick-
and-mortar bank branches continue to be built, and a majority of payments made
using checking accounts still involve paper checks. The trend toward substituting elec-
trons for paper in the banking industry seems clear, though.
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Making the Connection

Can Electronic Banking Save Somalia’s Economy?
In the United States and other industrial countries, electronic banking increases the
convenience of accessing bank services that are also available in brick-and-mortar
banks. In some developing countries, however, online banking may be the only type of
banking that can take place. The East African country of Somalia has been subjected
to incessant civil wars and rampant violence, including piracy, since the last function-
ing national government collapsed in 1991. For a market economy to function, a gov-
ernment needs to maintain a minimum level of order. By opening a store or a factory,
an entrepreneur exposes his or her assets to being taken or destroyed by warring mili-
tias or gangs. Because banks need to hold significant quantities of cash to carry out
their activities, they are particularly vulnerable to robberies. Not surprisingly, brick-
and-mortar banks are scarce in Somalia. As we have seen, banks are a key source of
credit to households and to all but the largest firms. They are indispensible in develop-
ing countries, where financial markets don’t function and firms are often too small to
accumulate enough retained earnings to fund their own growth. These economic dif-
ficulties have made Somalia one of the poorest countries in the world, with a GDP per
capita of only $600 in 2009.

Surprisingly, though, in the past three years, real GDP in Somalia has been grow-
ing at the significant rate of about 2.6% per year. One reason for this growth appears
to be the rapid expansion of electronic banking in Somalia. Traditional landline tele-
phones are almost impossible to obtain, and service over them is sporadic at best. So,
in Somalia, as in other developing countries, individuals and businesses rely almost
exclusively on cell phones. In recent years, Somali entrepreneurs have realized that they
could provide virtual banking services because so many people have cell phones that
allow at least limited Internet access. Somalis are now able to keep deposits online,
transfer money, and even obtain small amounts of credit without having to use cash.
The telecommunications networks necessary for the cell phone system to operate
appear to be one of the few things widely respected by all the warring factions in
Somalia. One entrepreneur was quoted in the Economist magazine as observing that
“even warlords want their phones to work . . . so they leave networks alone.”

While electronic banking appears to have contributed to the welcome economic
progress occurring in Somalia in recent years, the country’s other problems present
significant obstacles to maintaining that growth.

Sources: Abdinasir Mohamed and Sarah Childress, “Telecom Firms Thrive in Somalia Despite War,
Shattered Economy,” Wall Street Journal, May 11, 2010; and “Eureka Moments,” Economist,
September 24, 2009.

Test your understanding by doing related problem 4.9 on page 313 at the end of
this chapter.

The Financial Crisis, TARP, and Partial Government Ownership of Banks
Many of the subprime and Alt-A mortgage loans banks granted during the financial
crisis of 2007–2009 had been securitized and resold to investors. Banks held some of
these securities as investments, and, as Figure 10.1 on page 286 shows, banks had also
become dependent on making real estate loans. As the financial crisis unfolded, resi-
dential real estate mortgages began to decline in value first, but then commercial real
estate mortgages were also hit, causing securities based on both types of mortgages to
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Making the Connection

Small Businesses: Key Victims of the Credit Crunch
We saw at the beginning of this chapter that even in mid-2010, small businesses, such
as Mark Wagner’s real estate development business, were still suffering from the credit
crunch brought on by the financial crisis. A Congressional report released in May 2010
indicated that over the previous year, loans by large banks to small businesses had
declined more than twice as much as all other types of bank loans. This was not good
news for the owners of these firms, for the people who work for them, or for the U.S.
economy as a whole.

Although much of the business news focuses on large, publicly traded corpora-
tions, small businesses play a key role in the economy. According to the Small Business
Administration, a federal government agency, businesses employing fewer than 500
workers were responsible for 64% of jobs created in the United States between 1995
and 2009. In a typical year, 600,000 new businesses open in the United States, of which
more than 95% employ fewer than 20 workers. Strikingly, firms employing 20 or fewer
workers create more than 85% of all jobs created by new firms.

Why were small firms having such difficulty obtaining bank loans? A key reason is
that many banks were attempting to build their reserves by not renewing loans as they
matured. Many small businesses found that although their financial position had not
deteriorated, their banks were declining to renew their loans. Many banks also tight-
ened their lending requirements so that businesses that had previously been eligible for
loans no longer were. For many small businesses, their best source of collateral is the
building they operate in. With falling commercial real estate prices, it became more
difficult to borrow against the value of stores or factories. Banks tightened lending
requirements partly because they worried that the severity of the recession had
increased adverse selection and moral hazard problems, making it more prudent to
lend to only the most creditworthy borrowers.

Tightened lending requirements also reflected the increased pressure that government
regulators were placing on banks to avoid making risky loans. Some small businesses
were also hit by the decision of many banks to reduce the credit limits on business credit cards
and to cancel the cards of small businesses that did not meet tightened credit requirements.
Despite their high interest rates, many small businesses use credit cards to finance invento-
ries and to meet other expenses, so reduced credit limits seriously affected their operations.
Even during the first three months of 2010, with the recession having ended, 40% of banks

decline in value. By mid-2008, housing prices in the 20 largest metropolitan areas had
declined by more than 15%, and more than 6% of all mortgages—and 25% of sub-
prime mortgages—were at least 30 days past due. The market for mortgage-backed
securities froze, meaning that buying and selling of these securities largely stopped,
making it very difficult to determine their market prices. These securities began to be
called “toxic assets.”

Evaluating the balance sheets of banks became difficult because neither investors
nor banks themselves were sure of the true market value of these toxic assets. So, the
true value of bank capital—or even whether a bank still had positive net worth—was
difficult to determine. During August and September 2007, banks responded to their
worsening balance sheets by tightening credit standards for consumer and commer-
cial loans. The resulting credit crunch helped bring on the recession that started in
December 2007, as households and firms had increased difficulty funding their
spending.
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reported that they had raised the minimum credit scores necessary for a small business to
receive a credit card, one-third of banks had increased the interest rates they charged on
outstanding balances, and 15% had increased the annual fees they charged.

Federal government initiatives to provide more credit to small businesses were
only partially effective. President Obama and Congress provided funds to the Small
Business Administration to guarantee repayment on some bank loans to small busi-
nesses. But in mid-2010, only about 4% of all small-business loans were guaranteed
under the program. Investments by the U.S. Treasury in local banks under the
Troubled Asset Relief Program (TARP) were intended in part to spur bank lending.
Although banks that accepted investments under TARP appear to have loaned more to
small businesses than banks that did not accept such investments, loans to small busi-
nesses declined even at these banks. Some franchises, such as the Quiznos sandwich
shops, attempted to step into the breach by establishing loan programs that could to
some extent take the place of conventional bank loans.

Partly because of their difficulty in obtaining loans during the credit crunch, small
businesses employing fewer than 50 workers accounted for 45% of the employment
losses during the recession, even though they began the recession employing fewer
than one-third of all workers.

Sources: Emily Maltby, “Bailout Missed Main Street, New Report Says,” Wall Street Journal, May 14,
2010; Sudeep Reddy, “Banks Keep Lending Standards Tight,” Wall Street Journal, May 4, 2010; Emily
Maltby, “Financing Programs Aim to Help Franchisees,” Wall Street Journal, April 29, 2010; and “For
Want of a Loan,” Economist, December 10, 2009.

Test your understanding by doing related problem 4.8 on page 312 at the end of
this chapter.

In October 2008, to deal with the problems banks were facing, Congress passed the
Troubled Asset Relief Program (TARP). TARP provided the Treasury and the Fed with
$700 billion in funding to help restore the market for mortgage-backed securities and
other toxic assets in order to provide relief to financial firms that had trillions of dollars
worth of these assets on their balance sheets. Unfortunately, no good way of restoring a
market for these assets was developed, so some of the funds were used instead for “cap-
ital injections” into banks. Under this program, called the Capital Purchase Program
(CPP), the Treasury purchased stock in hundreds of banks, thereby increasing the
banks’ capital, just as any issuance of new stock would have. Participating banks were
obligated to pay the Treasury a yearly dividend equal to 5% of the value of the stock and
to issue warrants that would allow the Treasury to purchase additional shares equal to
15% of the value of the Treasury’s original investment. Although the Treasury stock
purchases amounted to partial government ownership of hundreds of banks, the
Treasury did not attempt to become involved in the management decisions of any of the
banks. Table 10.5 shows the 10 largest Treasury investments under the program.

Some economists and policymakers criticized the TARP/CPP program as a
“bailout” of banks or a bailout of Wall Street. Some economists argued that by provid-
ing funds to banks that had made bad loans and invested in risky assets, the Treasury
was encouraging bad business decisions, thereby increasing the extent of moral hazard
in the financial system. Fears were also raised that the managers of banks that had
received Treasury investments might feel pressure to make lending and investment
decisions on the basis of political, rather than business, concerns. Treasury and Fed
officials feared that a surge in bank failures might plunge the U.S. economy into another
Great Depression and argued that the program was justified, given the severity of the

Troubled Asset Relief
Program (TARP) A
government program 
under which the U.S.
Treasury purchased stock in
hundreds of banks to
increase the banks’ capital.
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financial downturn. Criticism of the program lessened as the economy and banking
system began to revive and many banks bought back the Treasury’s stock investment.
During the period from October 1, 2008, through September 30, 2009, the Treasury
had invested $245 billion in the CPP. By late 2010, $192 billion had been paid back, and
the Treasury was projecting that it might earn a profit on its investment.

In Chapter 12, we will further discuss government policy reactions to the financial
crisis.

Table 10.5 The 10 Banks Receiving the Largest Treasury Investments Under the
TARP/CPP Program

Bank Amount of Treasury Investment

JPMorgan Chase $25 billion

Citigroup Inc. 25 billion
Wells Fargo & Company 25 billion
Bank of America Corporation 10 billion
Goldman Sachs 10 billion
Morgan Stanley 10 billion
PNC Financial Services Group, Inc. 7.579 billion
U.S. Bancorp 6.599 billion
SunTrust Banks, Inc. 4.850 billion
Capital One Financial Corporation 3.555 billion

Source: www.financialstability.gov, “TARP Transactions Reports,” May 14, 2010.

Answering the Key Question
Continued from page 279

At the beginning of this chapter, we asked:

“Is banking a particularly risky business? If so, what types of risks do banks face?”

In a market system, businesses of all types face risks, and many fail. Economists and policymakers
are particularly concerned about the risk and potential for failure that banks face because they play
a vital role in the financial system. In this chapter, we have seen that the basic business of commer-
cial banking—borrowing money short term from depositors and lending it long term to households
and firms—entails several types of risks: liquidity risk, credit risk, and interest-rate risk.

Before turning to the next chapter, read An Inside Look at Policy on the next page
for a discussion of the effects of rising interest rates on bank profits.

www.financialstability.gov


Interest-Rate Hikes Threaten 
Bank Profits

AN INSIDE LOOK AT POLICY

REUTERS

U.S. Regulators
Warn Banks on
Interest Rate Risk
U.S. regulators on Thursday urged
banks to protect themselves against
hikes in interest rates, which could
threaten the easy earnings that have
helped heal the banking system
during the credit crunch.

Banks have generated billions of
dollars of profits by borrowing at
low short-term rates and investing
in higher-yielding long-term assets
like Treasuries.

The statement from a group of
regulatory bodies known as the
Federal Financial Institutions
Examination Council cautioned
that rising rates could squeeze
profits from that trade.

The statement implies that reg-
ulators are pressing banks to fix
their balance sheets and get ready
to stand on their own as the gov-
ernment and the Federal Reserve
get ready to slowly reduce their
extraordinary support for the
banking system.

George Goncalves, head of fixed
income rates strategy at Cantor
Fitzgerald, said regulators are con-
cerned that some institutions are
expecting rates to remain at his-
toric lows for a long time, a belief
he considers to be delusional.

“Just as banks thought they
were properly hedged for credit

and subprime prior to the credit
crunch, many market players
expect the Fed to keep emergency
zero rates forever,” Goncalves said.

Most analysts do not expect the
Federal Reserve to raise interest
rates until the second half of 2010,
but many experts fear that history
could repeat itself when the Fed
does lift rates.

A series of interest rate hikes
beginning in 2004 triggered events
that ultimately created the credit
crunch beginning in 2007.

The FFIEC said in a statement,
“If an institution determines that
its core earnings and capital are
insufficient to support its level of
interest rate risk, it should take
steps to mitigate its exposure,
increase its capital, or both.”

The FFIEC includes the Federal
Reserve, the Federal Deposit
Insurance Corp, the Office of the
Comptroller of the Currency and
the Office of Thrift Supervision.

Emergency Measures
The Fed cut its benchmark

federal funds rate to near zero in a
series of rate cuts ending in
December 2008. Over the last two
years, the Fed has created a host of
other emergency lending facilities
to help fight the worst recession in
more than 70 years.

But as interest rates start to climb
from historic lows, banks relying
heavily on short-term funds could
see their funding costs accelerate.

b
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Longer-term assets may no
longer be profitable to own, forcing
banks to sell securities en masse
and potentially weakening the
financial sector again.

The advisory said banks should
have effective tools to manage their
interest rate risk, including moni-
toring systems, stress testing and
internal controls.

A top Federal Reserve policy-
maker said earlier on Thursday
that the Fed should tighten policy
sooner rather than later to contain
longer-term inflation pressures.

Federal Reserve Bank of Kansas
City President Thomas Hoenig 
told a conference that keeping
short-term interest rates near 
zero could actually hurt the
recovery process in financial
markets.

With a low federal funds rate
and a small spread between the dis-
count rate and the rate paid on
excess reserves, banks are more
inclined to transact with the Fed
instead of with each other, Hoenig
said.

Source: All rights reserved. Republication
or redistribution of Thomson Reuters
content, including by framing or similar
means, is expressly prohibited without
the prior written consent of Thomson
Reuters. Thomson Reuters and its logo
are registered trademarks or trademarks
of the Thomson Reuters group of com-
panies around the world. © Thomson
Reuters 2009. Thomson Reuters journal-
ists are subject to an Editorial Handbook
which requires fair presentation and dis-
closure of relevant interests.
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Key Points in the Article
In early 2010, the Federal Financial
Institutions Examination Council (FFIEC)
urged commercial banks to protect
themselves against a likely increase in
interest rates. Banks had profited by
borrowing funds at low rates and pur-
chasing assets such as Treasury securi-
ties that had higher yields. The FFIEC
represents the Federal Reserve System,
the Federal Deposit Insurance
Corporation, the Office of the
Comptroller of the Currency, and the
Office of Thrift Supervision. The bank
regulators warned that an increase in
interest rates was likely by the end of
2010. The Federal Reserve initiated an
increase in interest rates in 2004, prior
to the financial crisis that began in
2007, and the regulators wanted to
avoid a similar crisis. The Federal
Reserve cut the federal funds rate to
nearly zero by December 2008 and ini-
tiated a number of emergency lending
programs in response to the 2007–2009
recession. As the economy recovered,
interest rates were expected to climb,
which would increase the cost to banks
of relying on short-term funds to pur-
chase long-term securities.

Analyzing the News
Evidence of U.S. banks’ profits can 
be found in their balance sheets.

The consolidated balance sheet of U.S.
banks in Table 10.1 on page 281 identi-
fies categories of assets and liabilities.
The following is a similar balance sheet

that lists the dollar values of assets and
liabilities for the week ended April 28,
2010. The table also shows that the
value of bank capital (Assets –
Liabilities), or stockholders’ equity, was
$1,390.6 billion. The value of bank cap-
ital as a percentage of assets was
11.8%. In March 2006, prior to the
financial crisis, bank capital as a per-
centage of assets was only 8.7%.
Interest rates were higher then. For
example, the federal funds rate was
4.59% in March 2006 compared to
0.20% in April 2010.

Although reductions in the federal 
funds rate by the Federal Reserve

ended in December 2008, the Fed kept
the rate at nearly zero through the first
half of 2010. A statement released after
a meeting of the Federal Open Market
Committee (FOMC) in late April 2010
included the following comments:

The Committee will maintain the tar-
get range for the federal funds rate at
0 to 1⁄4 percent and continues to antic-
ipate that economic conditions . . .
are likely to warrant exceptionally low
levels of the federal funds rate for an
extended period. . . . The Federal
Reserve has closed all but one of the
special liquidity facilities that it created
to support markets during the crisis.
The . . . Term Asset-Backed Securities
Loan Facility, is scheduled to close on
June 30 . . .

Thomas Hoenig, president of the 
Federal Reserve Bank of Kansas City

and a member of the FOMC, was criti-
cal of the decision to maintain the fed-
eral funds rate at a near-zero level. The
April 2010 FOMC statement included
the following dissent:

Voting against the policy action was
Thomas M. Hoenig, who believed
that continuing to express the
expectation of exceptionally low lev-
els of the federal funds rate for an
extended period was no longer war-
ranted . . . it . . . increases risks to
longer-run macroeconomic and
financial stability, while limiting the
Committee’s flexibility to begin rais-
ing rates modestly.

Sources: Federal Reserve Statistical Release
H.8, May 7, 2010; and Federal Reserve Press
Release, April 28, 2010.

THINKING CRITICALLY
1. The article states that “regulators

are pressing banks to fix their bal-
ance sheets and get ready to stand
on their own” after interest rates
rose and the Federal Reserve ended
programs that provided support to
banks during the financial crisis.
Explain how an increase in interest
rates would affect bank profits.

2. Explain Thomas Hoenig’s concern
that “with a low federal funds rate
and a small spread between the dis-
count rate and the rate paid on
excess reserves, banks are more
inclined to transact with the Fed
instead of with each other.”
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The Consolidated Balance Sheet of U.S. Commercial Banks 
(Seasonally adjusted, billions of dollars, week ended April 28, 2010)

Assets Liabilities + Bank Capital

Reserves and other cash assets $1,179.2 Deposits $7,683.3

Securities 2,326.2 Borrowings 2,039.1
U.S. government and agency 1,500.6 Other liabilities 718.9
State and local government and other 825.6

Total liabilities

Bank capital (or shareholders’ equity)

Total liabilities and bank capital

10,441.3

1,390.6

$11,831.9

Loans 6,828.1
Trading assets 260.3
Other assets 1,238.1
Total assets $11,831.9

Source: Federal Reserve Statistical Release H.8, May 7, 2010.
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CHAPTER SUMMARY AND PROBLEMS

The Basics of Commercial Banking: The Bank Balance Sheet
Understand bank balance sheets.

10.1

SUMMARY
The key commercial banking activities are taking in
deposits from savers and making loans to businesses
and firms. A balance sheet is a statement that shows
an individual’s or a firm’s financial position on a par-
ticular day. An asset is something of value owned by
an individual or a firm. A liability is something that
an individual or a firm owes. The difference between
the total value of a bank’s assets and the total value of
its liabilities is called bank capital. Checkable deposits
are accounts against which depositors can write
checks. Checkable deposits are covered by federal
deposit insurance up to a limit of $250,000. Reserves
are bank assets consisting of vault cash and deposits
banks have with the Federal Reserve. Banks must hold
required reserves against their demand deposits and
NOW accounts. Reserves banks hold over and above
required reserves are called excess reserves.
Marketable securities are liquid assets that banks trade
in financial markets.

Review Questions

1.1 Define the following terms:

a. Asset

b. Liability

c. Shareholders’ equity

1.2 According to this chapter: “We can think of a
bank’s liabilities as the sources of its funds, and

we can think of a bank’s assets as the uses of its
funds.” Briefly explain what this means.

1.3 Define the following terms from a bank’s bal-
ance sheet:

a. Nontransaction deposits

b. Borrowings

c. Reserves

d. Bank capital

1.4 How have the types of loans banks make
changed over time?

Problems and Applications

1.5 If commercial banks were allowed to purchase
significant amounts of stock in the companies
to which they make loans, would this increase
or decrease the extent of moral hazard in the
financial system? Briefly explain.

1.6 [Related to the Making the Connection on
page 283] In 1960, federal regulations prohibit-
ed banks from paying interest on checking
accounts. Today, banks are legally allowed to pay
interest on checking accounts, yet the value of
checking accounts has shrunk from more than
50% of commercial bank liabilities in 1960 to
about 10%. Because checking accounts now pay
interest, shouldn’t they have become more pop-
ular with households rather than less popular?

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

www.myeconlab.com


1.7 [Related to the Chapter Opener on page 279]
An article in the Wall Street Journal in early
2010 noted: “Some small business owners say
they could expand if they could just get a loan.”
Over the past 35 years, has making loans to
small business become a more important or a
less important aspect of commercial banking?
Briefly explain.

Source: Michael R. Crittenden and Marshall Eckblad,
“Lending Falls at Epic Pace,” Wall Street Journal,
February 24, 2010.

1.8 [Related to Solved Problem 10.1 on page 287]
The following entries (in millions of dollars) are
from the balance sheet of Rivendell National
Bank (RNB):

a. Use the entries to construct a balance sheet
similar to the one in Table 10.1 on page 281,
with assets on the left side of the balance
sheet and liabilities and bank capital on the
right side.

b. RNB’s capital is what percentage of its assets?

1.9 In July 2010, Congress was considering having
the federal government set up a “lending fund”
for small banks. The U.S. Treasury would lend
the funds to banks. The more of the funds the
banks loaned to small businesses, the lower the
interest rate the Treasury would charge the
banks on the loans. Congressman Walt Minnick
of Idaho was asked to comment on whether the
bill would be helpful to small businesses. Here is
part of his response:

The bank that’s struggling to write down
their commercial real estate assets is having
to take a hit to capital, and this provides
replacement capital on very, very favorable
terms. So it deals with the left side of the bal-
ance sheet. . . .

a. Would a loan from the Treasury be counted
as part of a bank’s capital?

b. Does a bank’s capital appear on the left side
of the bank’s balance sheet?

Source: Robb Mandelbaum, “Can Government 
Help Small Businesses?” New York Times, July 29,
2010.
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U.S. Treasury bills $20

Demand deposits 40
Mortgage-backed securities 30
Loans from other banks 5
C&I loans 50
Discount loans 5
NOW accounts 40
Savings accounts 10
Reserve deposits with Federal Reserve 8
Cash items in the process of collection 5
Municipal bonds 5
Bank building 4

The Basic Operations of a Commercial Bank
Describe the basic operations of a commercial bank.

10.2

SUMMARY
Banks earn a profit by matching savers and borrowers.
To illustrate banking activities, we can use a 
T-account, which shows changes in balance sheet
items. To be successful, a bank must make prudent
loans and investments so that it earns a high enough
interest rate to cover its costs and to make a profit. A
bank’s net interest margin is the difference between
the interest it receives on its securities and loans and
the interest it pays on deposits and debt, divided by
the total value of its assets. A bank’s after-tax profits
divided by the value of its assets is called its return on

assets (ROA). Shareholders often judge a bank’s
managers on the basis of the bank’s return on equity
(ROE). ROE equals ROA multiplied by the ratio of
bank assets to bank capital. The ratio of assets to capi-
tal is one measure of bank leverage (the inverse—
capital to assets—is called a bank’s leverage ratio).
Leverage is a measure of how much debt an investor
assumes in making an investment.

Review Questions

2.1 What is a T-account? Use a T-account to show
the effect on Bank of America’s balance sheet of

Visit www.myeconlab.com to complete these exercises online and get instant feedback.
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your depositing $50 in currency in your check-
ing account.

2.2 What is a bank’s net interest margin? How is it
related to a bank’s return on assets (ROA)?

2.3 What is the difference between a bank’s return
on assets (ROA) and its return on equity
(ROE)? How are they related?

2.4 What is bank leverage? How is it related to a
bank’s ROE?

2.5 Why might the managers of a bank want the
bank to be highly leveraged? Why might the
bank’s shareholders want the bank to be less
highly leveraged?

Problems and Applications

2.6 Suppose that Bank of America sells $10 million
in Treasury bills to PNC Bank. Use T-accounts
to show the effect of this transaction on the bal-
ance sheet of each bank.

2.7 Suppose that Lena, who has an account at
SunTrust Bank writes a check for $100 to José,
who has an account at National City Bank. Use
T-accounts to show how the balance sheets of
each bank will be affected after the check clears.

2.8 Suppose that National Bank of Guerneville has
$34 million in checkable deposits,
Commonwealth Bank has $47 million in
checkable deposits, and the required reserve
ratio for checkable deposits is 10%. If National
Bank of Guerneville has $4 million in reserves
and Commonwealth has $5 million in reserves,
how much in excess reserves does each bank
have? Now suppose that a customer of
National Bank of Guerneville writes a check
for $1 million to a real estate broker who
deposits the check at Commonwealth. After
the check clears, how much in excess reserves
does each bank have?

2.9 [Related to the Making the Connection on
page 289] An article in the Wall Street Journal
notes that in response to the failure of some
small community banks:

[The] Federal Deposit Insurance Corp.,
Federal Reserve and other regulatory 

agencies are increasing their scrutiny of
local lenders. . . . As part of the effort, the
watchdogs are asking the banks to boost
their capital and loan-loss reserves even
further. . . .

a. How would increasing loan loss reserves
reduce the risk of bankruptcy for a smaller
bank?

b. If a bank increases its loan loss reserves, will
it have less money available to lend?

Source: Emily Maltby, “Tightening the Credit Screws,”
Wall Street Journal, May 17, 2010.

2.10 Suppose that the value of a bank’s assets is $40
billion and the value of its liabilities is $36 bil-
lion. If the bank has ROA = 2%, then what is its
ROE?

2.11 Suppose First National Bank has $200 million
in assets and $20 million in equity capital.

a. If First National has a 2% ROA, what is its
ROE?

b. Suppose First National’s equity capital
declines to $10 million, while its assets and
ROA are unchanged. What is First National’s
ROE now?

2.12 An article in the Wall Street Journal states that
Royal Bank of Canada’s ROE during the fourth
quarter of 2009 was 14.5%, having fallen from
16.4% during the fourth quarter of 2008.
Despite the decline in ROE, the article states
that the total amount the bank had earned in
profits was higher than it had been a year earli-
er. What is the most likely explanation of a bank
experiencing rising total profits and a falling
ROE?

Source: Tara Zachariah, “Royal Bank of Canada’s 
Net Income Rises,” Wall Street Journal, December 4,
2009.

2.13 Suppose that you are considering investing in a
bank that is earning a higher ROE than most
other banks. You learn that the bank has $300
million in capital and $5 billion in assets. Would
you become an investor in this bank? Briefly
explain.
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Managing Bank Risk
Explain how banks manage risk.

10.3

SUMMARY
Liquidity risk refers to the possibility that a bank may
not be able to meet its cash needs by selling assets or
raising funds at a reasonable cost. Banks reduce liq-
uidity risk using strategies of asset management and
liquidity management. Credit risk is the risk that bor-
rowers might default on their loans. Banks reduce
credit risk through (1) diversification; (2) credit-risk
analysis, in which bank loan officers screen loan
applications to eliminate potentially bad risks and to
obtain a pool of creditworthy borrowers (historically,
loan rates to businesses were based on the prime rate,
which was the interest rate charged on six-month
loans to high-quality borrowers); (3) collateral, which
is assets pledged to the bank in the event that the bor-
rower defaults; (4) credit rationing, where the bank
grants a borrower’s loan application but limits the size
of the loan, or simply declines to lend any amount to
the borrower at the current interest rate; (5) monitor-
ing and restrictive covenants; and (6) long-term busi-
ness relationships. Interest-rate risk is the risk that
changes in market interest rates will cause bank profits
and bank capital to fluctuate. Banks can measure their
exposure by using gap analysis and duration analysis.
Gap analysis looks at the difference, or gap, between
the value of the bank’s variable-rate assets and the
value of its variable-rate liabilities. Duration analysis
measures how vulnerable a bank’s capital is to changes
in interest rates. A bank’s duration gap is the differ-
ence between the average duration of the bank’s assets
and the average duration of the bank’s liabilities.
Banks can reduce their exposure to interest-rate risk
by making more variable-rate loans, by entering into
interest-rate swaps, or by hedging using futures and
options contracts.

Review Questions

3.1 What is liquidity risk? How do banks manage
liquidity risk?

3.2 What is credit risk? How do banks manage
credit risk?

3.3 What is interest-rate risk? How do banks man-
age interest-rate risk?

3.4 What is the difference between gap analysis and
duration analysis? What is the purpose of gap
analysis and duration analysis?

Problems and Applications

3.5 Before 1933, there was no federal deposit 
insurance. Was the liquidity risk faced by 
banks during those years likely to have been
larger or smaller than it is today? Briefly
explain.

3.6 Does the existence of reserve requirements
make it easier for banks to deal with bank runs?

3.7 Briefly explain whether you agree with the fol-
lowing statements:

a. “A bank that expects interest rates to 
increase in the future will want to hold more
rate-sensitive assets and fewer rate-sensitive
liabilities.”

b. “A bank that expects interests to fall will
want the duration of its assets to be greater
than the duration of its liabilities—a positive
duration gap.”

c. “If a bank manager expects interest rates to
fall in the future, he should increase the
duration of his bank’s liabilities.”

3.8 A Congresswoman introduces a bill to outlaw
credit rationing by banks. The bill would
require that every applicant be granted a loan,
no matter how high the risk that the applicant
would not pay back the loan. She defends the
bill by arguing:

There is nothing in this bill that precludes
banks from charging whatever interest rate
they would like on their loans; they simply
have to give a loan to everyone who applies.
If the banks are smart, they will set their
interest rates so that the expected return on
each loan—after taking into account the
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probability that the applicant will default on
the loan—is the same.

Evaluate the Congresswoman’s argument and the
likely effects of the bill on the banking system.

3.9 Look again at Problem 1.8 on page 309. If
RNB’s assets have an average duration of five
years and its liabilities have an average duration
of three years, what is RNB’s duration gap?

Trends in the U.S. Commercial Banking Industry
Explain the trends in the U.S. commercial banking industry.

10.4

SUMMARY
Federally chartered banks are called national banks.
The United States has a dual banking system, in
which banks can be chartered by state governments
or by the federal government. Bank panics led to the
formation of the Federal Reserve System in 1914 and
the establishment of the Federal Deposit Insurance
Corporation (FDIC) in 1934. The FDIC generally
handles bank failures either by closing the bank and
paying off the depositors or by purchasing and
assuming control of the bank while locating another
bank willing to purchase the failed bank. The repeal
of state restrictions on branch banking and the feder-
al restriction on interstate banking has led to consoli-
dation in the banking industry and the rise of nation-
wide banks. Today, the 10 largest U.S. commercial
banks hold nearly half of all deposits. Over the past
50 years, banks have expanded their off-balance-
sheet activities, including (1) standby letters of cred-
it, in which a bank promises to lend a borrower funds
to pay off maturing commercial paper; (2) loan com-
mitments, in which a bank agrees to provide a bor-
rower with a stated amount of funds during some
specified period of time; (3) loan sales, which are
financial contracts by which a bank agrees to sell the
expected future returns from an underlying bank loan
to a third party; and (4) trading activities in which
banks earn fees by trading in the markets for futures,
options, and interest-rate swaps. In recent years, elec-
tronic banking has increased in importance, including
the spread of virtual banks that conduct all banking
transactions online. The financial crisis of 2007–2009
led Congress to pass the Troubled Asset Relief
Program (TARP), under which the U.S. Treasury
invested hundreds of billions of dollars in commercial
banks.

Review Questions

4.1 What are state banks? What are national banks?
Why is the United States said to have a dual
banking system?

4.2 What is the FDIC? Why was it established?

4.3 Why did nationwide banking come relatively
late to the United States compared with other
countries?

4.4 What are off-balance-sheet activities? List four
off-balance-sheet activities and briefly explain
what they are.

4.5 What is electronic banking?

4.6 What is the TARP? When and why was it 
created?

Problems and Applications

4.7 Evaluate the following statement: “The United
States has more than 6,000 banks, while Canada
has only a few. Therefore, the U.S. banking
industry must be more competitive than the
Canadian banking industry.

4.8 [Related to the Making the Connection on
page 303] In early 2010, an article in the Wall
Street Journal described an increase in “vendor
financing” to small businesses. With vendor
financing, the suppliers, or vendors, to a small
business make loans to the business beyond the
usual short-term financing connected with the
business’s buying the vendor’s product. For
instance, a manufacturer of women’s clothing
might make a loan to a small boutique clothing
store. In early 2010, why might small businesses
have been trying to borrow from their vendors
rather than from banks? What would be the

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

www.myeconlab.com


Chapter Summary and Problems 313

advantages and disadvantages to a small busi-
ness of borrowing from a vendor rather than
from a bank? What would be the advantages
and disadvantages to the vendor of making 
the loan?

Source: Emily Maltby, “Vendors Can Help Financing,”
Wall Street Journal, February 18, 2010.

4.9 [Related to the Making the Connection on page
302] Entrepreneurs in Somalia have managed to
carry out a substantial amount of banking activ-
ity using cell phones. Are there certain banking
activities that are difficult to carry out when
relying exclusively on cell phones and Web sites?

4.10 The Capital Purchase Program carried out
under TARP represented an attempt by the fed-
eral government to increase the capital of
banks. Why would the federal government con-
sider it important to increase bank capital?

What might be some of the consequences of
banks having insufficient capital?

4.11 In September 2009, Wells Fargo indicated that it
wanted to pay back $25 billion it had received
under the Capital Purchase Program. John
Stumpf, Wells Fargo’s CEO, was quoted as say-
ing: “We will pay back. . . . We are now earning
capital so quickly . . . we don’t want to dilute
our existing shareholders.”

a. How can a bank “earn capital”?

b. How would a failure by a bank to pay back
the federal government’s stock purchase
under the Capital Purchase Program “dilute
existing shareholders”?

Source: Zachery Kouwe, “Wells Fargo Signals It May
Repay TARP Funds Soon,” New York Times,
September 1, 2009.
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D10.1: Go to Federalreserve.gov. Click on “Economic
Research & Data” and select “Statistical
Releases and Historical Data” on the left hand
side. From there go to “Assets and Liabilities of
Commercial Banks in the U.S.,” which is listed
under “Bank Assets and Liabilities.” Examine

the assets and liabilities of commercial banks
from 2005 to 2010. Since 2005, what has hap-
pened to the value of real estate loans? How is
this change connected to the financial crisis? 
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C H A P T E R 11
Investment Banks, Mutual Funds,
Hedge Funds, and the Shadow
Banking System

LEARNING OBJECTIVES
After studying this chapter, you should be able to:

11.1 Explain how investment banks operate
(pages 315–326)

11.2 Distinguish between mutual funds 
and hedge funds and describe their 
roles in the financial system (pages 
326–330)

WHEN IS A BANK NOT A BANK? WHEN IT’S A SHADOW BANK!

What is a hedge fund? What is the difference between
a commercial bank and an investment bank? At the
beginning of the financial crisis of 2007–2009, most
Americans would have been unable to answer these
questions. Many members of Congress would have
been in a similar situation. Mortgage-backed securi-
ties (MBSs), collateralized debt obligations (CDOs),
credit default swaps (CDSs), and other ingredients in
the new alphabet soup of financial securities were
also largely unknown. During the financial crisis,

though, it became clear that commercial banks no
longer played the dominant role in routing funds
from savers to borrowers. Instead, a variety of “non-
bank” financial institutions were acquiring funds that
had previously been deposited in banks, and they
were using these funds to provide credit that banks
had previously provided. These nonbanks were using
newly developed financial securities that even long-
time veterans of Wall Street often did not fully
understand.

11.3 Explain the roles that pension funds and
insurance companies play in the financial
system (pages 330–335)

11.4 Explain the connection between the 
shadow banking system and systemic risk
(pages 335–337)

Key Issue and Question

At the end of Chapter 1, we noted that the financial crisis of 2007–2009 raised a series of important
questions about the financial system. In answering these questions, we will discuss essential aspects
of the financial system. Here are the key issue and key question for this chapter:

Issue: During the 1990s and 2000s, the flow of funds from lenders to borrowers outside of the
banking system increased.

Question: What role did the shadow banking system play in the financial crisis of 2007–2009?

Answered on page 337

314

Continued on next page



also drawn into the crisis, 2007–2009 represented
the first time in U.S. history that a major financial
crisis had not originated in the commercial banking
system. Problems with nonbanks made dealing with
the crisis more difficult because the policymaking
and regulatory structures were based on the assump-
tion that commercial banks were the most impor-
tant financial firms. In particular, the Federal
Reserve System had been set up in 1913 to stabilize
and regulate the commercial banking system. A key
issue for policymakers was what role the Fed should
play—and what role it could play—in dealing with a
financial crisis that involved many nonbank finan-
cial firms.

AN INSIDE LOOK AT POLICY on page 338 dis-
cusses whether a panic in the shadow banking system
caused the financial crisis.

Investment Banking 315

At a conference of the Federal Reserve Bank of
Kansas City in 2007, just as the financial crisis was
beginning, Paul McCauley, a managing director of
Pacific Investment Management Company (PIMCO),
coined the term “shadow banking system” to describe
the new role of nonbank financial firms. A year later,
the term became well known after Timothy Geithner
used it in a speech to the Economic Club of New York.
Geithner was then the president of the Federal Reserve
Bank of New York and later became secretary of the
Treasury in the Obama administration.

As the financial crisis worsened, three large
financial firms—Bear Stearns, Lehman Brothers, and
American International Group (AIG)—were at the
center of the storm. The first two of these firms were
investment banks, and the third is an insurance
company. Although many commercial banks were

Sources: Timothy F. Geithner, “Reducing Systemic Risk in a Dynamic Financial System,” talk at The Economic Club of New York, June 9,
2008; and Paul McCauley, “Discussion,” Federal Reserve Bank of Kansas City, Housing, Housing Finance, and Monetary Policy, 2007, p. 485.

In this chapter, we focus on describing the different types of firms that make up the shad-
ow banking system. In the next chapter, we will see how financial crises in general develop
and explore what brought on the crisis of 2007–2009. We will also see how policymakers
scrambled to develop policies to deal with a financial crisis they had not expected.

Investment Banking
When most people think of “Wall Street” or “Wall Street firms,” they think of invest-
ment banks. Firms such as Goldman Sachs, Merrill Lynch, and JPMorgan have been
familiar names from the business news. During the 2000s, the fabulous financial
rewards some of their employees earned inspired many undergraduates to pursue
careers on Wall Street. In this section, we discuss the basics of investment banking and
how it has changed over time.

What Is an Investment Bank?
The basis of commercial banking is taking in deposits and making loans. In contrast,
investment banking is mainly concerned with the following activities:

1. Providing advice on new security issues
2. Underwriting new security issues
3. Providing advice and financing for mergers and acquisitions
4. Financial engineering, including risk management
5. Research
6. Proprietary trading

The first three activities are central to investment banking. The remaining three activ-
ities have emerged more recently. We now briefly consider each of these activities.

Providing Advice on New Security Issues Microsoft is good at producing software,
Campbell’s is good at producing soup, and Coca-Cola is good at producing soft drinks.
None of these firms, though, is good at knowing the ins and outs of financial markets.

11.1

Learning Objective
Explain how
investment banks
operate.

Investment banking
Financial activities that
involve underwriting new
security issues and provid-
ing advice on mergers and
acquisitions.
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Firms usually turn to investment banks for advice on how to raise funds by issuing
stock or bonds or by taking out loans. Investment banks have information about the
current willingness of investors to buy different types of securities and on the prices
investors are likely to require. This information would be difficult for firms to gather
for themselves, but it is essential if they are to raise funds at a low cost.

Underwriting New Security Issues One way in which investment bankers earn income
is by underwriting firms’ sales of new stocks or bonds to the public. In underwriting,
investment banks typically guarantee a price to the issuing firm, sell the issue in finan-
cial markets or directly to investors at a higher price, and keep the difference, known
as the spread. Typically, investment banks earn 6% to 8% of the total dollar amount
raised for an initial public offering (IPO), which represents the first time a firm sells
stock to the public. An investment bank typically earns 2% to 4% of the dollar amount
raised in a secondary offering (or seasoned offering), which represents security sales by
a firm that has sold securities previously. In return for the spread, the investment bank
takes on the risk that it cannot profitably resell the securities being underwritten. In
other words, if the investment bank misjudges the state of the market, it may have to
sell securities for a lower price than it had guaranteed to the issuing firm.

While a single investment bank may underwrite a relatively small issue of stocks
and bonds, groups of investment banks called syndicates underwrite large issues. In a
syndicated sale, the lead investment bank acts as a manager and keeps part of the
spread, and the remainder of the spread is divided among the syndicate members and
brokerage firms that sell the issue to the public. Once a firm has chosen the investment
bank that will underwrite its securities, the bank carries out a due diligence process,
during which it researches the firm’s value. The investment bank then prepares a
prospectus, which the Securities and Exchange Commission (SEC) requires of every
firm before allowing it to sell securities to the public. The prospectus should contain
all information about the firm that a potential investor would find relevant to making
a decision to buy the firm’s stocks or bonds, including the firm’s profitability and net
worth, as well as risks faced by the firm, such as pending lawsuits. The investment bank
then conducts a “road show,” involving visits to institutional investors, such as mutual
funds and pension funds, that might be interested in buying the security issue. Finally,
the investment bank sets a price for the stock that it estimates will equate the quantity
of securities being sold with the quantity that investors will demand.

Underwriting can lower information costs between lenders and borrowers because
investment banks put their reputations behind the firms they underwrite. Investors typ-
ically have confidence that the underwriting investment bank has gathered sufficient
information on the issuing firm during the due diligence process that the investors can
purchase the firm’s securities without incurring excessive risk. During the financial cri-
sis of 2007–2009, this investor confidence was shaken when investment banks under-
wrote mortgage-backed securities that turned out to be very poor investments.

Providing Advice and Financing for Mergers and Acquisitions Larger firms often
expand by acquiring or merging with other firms. A small firm may decide that the
fastest way to expand is to be acquired by another firm. For example, in 2006, the
online video company YouTube was concerned that it lacked the financial resources to
deal with legal issues arising from people uploading copyrighted material to its site. In
addition, to expand the site, YouTube’s management needed software that it could not
develop on its own. YouTube considered being acquired by Microsoft and Yahoo,
among other firms, before finally deciding to sell itself to Google for $1.65 billion.

Investment banks are very active in mergers and acquisitions (M&A). They advise
both buyers—the “buy side mandate”—and sellers—the “sell side mandate.” Typically,

Underwriting An activity
in which an investment
bank guarantees to the
issuing corporation the
price of a new security and
then resells the security for
a profit.

Initial public offering
(IPO) The first time a firm
sells stock to the public.

Syndicate A group of
investment banks that
jointly underwrite a security
issue.
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investment banks take the initiative in contacting firms about potential purchases, sales,
or mergers. When advising a firm seeking to be acquired, investment banks attempt to
find an acquiring firm willing to pay significantly more than the book value of the firm,
which is the value of the firm’s assets minus the value of the firm’s liabilities. Investment
banks can estimate the value of firms, lead negotiations, and prepare acquisition bids.
An acquiring firm may need to raise funds, through issuing stocks or bonds, or by tak-
ing out loans, in order to make the acquisition. As part of the advising process, an
investment bank helps to arrange for this financing. Advising on M&A is particularly
profitable for investment banks because, unlike with underwriting and most other
investment banking activities, an investment bank does not have to invest its own cap-
ital. Its only significant costs are the salaries of the bankers involved in the deal.

Financial Engineering, Including Risk Management Investment banks have played a
major role in designing new securities, a process called financial engineering. Financial
engineering typically involves developing new financial securities or investment strate-
gies using sophisticated mathematical models developed by people with advanced
degrees in economics, finance, and mathematics. These people have become known as
“rocket scientists,” or “quants.” Derivative securities, such as those we discussed in
Chapter 7, are the result of financial engineering. As we saw in that chapter, firms can
use derivatives to hedge, or reduce, risk. For example, an airline can use futures contracts
in oil to reduce the risk that a sharp increase in oil prices will reduce the airline’s prof-
its. Just as most firms lack the knowledge of financial markets to properly assess the best
way to raise funds by selling stocks and bonds, most firms also need advice on how best
to hedge risk using derivatives contracts. Investment banks supply this knowledge by
constructing risk management strategies for firms in return for a fee.

During and after the financial crisis, some policymakers and economists criticized
investment banks because they believed the banks had financially engineered securities,
particularly those based on mortgages, that were overly complex and whose riskiness
was difficult to gauge. Most of these new securities were not well suited to hedging risk.
It became clear that many senior managers at commercial and investment banks had
not fully understood the newly created derivative products, including collateralized
debt obligations and credit default swap contracts, that they were buying, selling, and
recommending to clients. These managers greatly underestimated the risk that the
prices of these derivatives might fall if housing prices declined and people began to
default on their mortgages. The managers of investment banks often relied on the high
ratings given to the securities by the rating agencies, Moody’s, Standard & Poor’s, and
Fitch. As it turned out, the analysts at the rating agencies also didn’t understand some
of these securities and failed to accurately gauge their risk.

Research Investment banks conduct several types of research. Banks assign research
analysts to individual large firms, such as Apple or General Electric, or to industries,
such as the automobile or oil industries. These analysts gather publicly available infor-
mation on firms and sometimes visit a firm’s facilities and interview its managers. The
investment bank uses some of the research material compiled to identify merger or
acquisition targets for clients, and it makes some research material public through the
financial media as “research notes.” Research analysts often provide advice to investors
to “buy, “sell,” or “hold” particular stocks. In recent years, some analysts have used the
terms overweight for a stock they recommend and underweight for a stock they do not
recommend. The opinions of senior analysts at large investment banks can have a sig-
nificant impact on the market. For example, a research note from a senior analyst that
is unexpectedly negative about a particular firm can cause the price of the firm’s stock
to fall.
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Some analysts specialize in offering opinions on the current state of the financial
markets, sometimes minute by minute during the hours that the markets are open.
These opinions can provide useful information for the investment bank’s trading desks,
where traders buy and sell securities. Analysts also engage in economic research, writ-
ing reports on economic trends and providing forecasts of macroeconomic variables,
such as gross domestic product, the inflation rate, employment, and various interest
rates. William Dudley, currently the president of the Federal Reserve Bank of New
York, holds a Ph.D. in economics from the University of California, Berkeley, and was
head of economic research at Goldman Sachs for many years.

Proprietary Trading The two core investment banking activities are providing advice
on and underwriting new security issues and providing advice on mergers and acqui-
sitions. Traditionally, making investments in securities, commercial real estate, or other
assets was a minor part of the operations of most investment banks. Beginning in the
1990s, however, proprietary trading, or buying and selling securities for the bank’s own
account rather than for clients, became a major part of the operations and an impor-
tant source of profits for many investment banks.

Proprietary trading exposes banks to both interest-rate risk and credit risk. If
investment banks hold long-term securities, such as U.S. Treasury bonds or many
mortgage-backed securities, the banks are exposed to the risk of an increase in market
interest rates that will cause the prices of their long-term securities to decline. During
the financial crisis, though, it became clear that credit risk was the most significant risk
that investment banks faced from proprietary trading. Credit risk is the risk that bor-
rowers might default on their loans. The credit risk on mortgage-backed securities—
particularly those that consisted of subprime or Alt-A mortgage loans—was much
higher than the investment banks or the credit rating agencies had expected. During the
mid-2000s, investment banks originated hundreds of billions of dollars of mortgage-
backed securities. They retained some of these securities during the underwriting
process and also because they believed that they would be good investments.
Beginning in 2007, the market prices of many of these securities began to decline, and
by 2008, the markets for these securities had seized up or frozen, making them difficult
to sell. The result was significant losses for investment banks and eventually a reorgan-
ization of the industry. The problems investment banks faced during the financial cri-
sis were made worse because they had used large amounts of borrowed funds to
finance their proprietary trading. Using borrowed funds increases leverage, which
increases risk, as we discuss further in the next section.

“Repo Financing” and Rising Leverage in Investment Banking
Commercial banks finance their investments primarily from deposits. Investment
banks do not take in deposits, so they must finance their investments in other ways.
One source of funds is the investment bank’s capital, which consists of funds from
shareholders plus profits the bank has retained over the years. Another source of funds
is short-term borrowing. Prior to the 1990s, most banks were organized as partner-
ships, and they did relatively little proprietary trading, concentrating instead on the
traditional banking activities of underwriting and providing advice on mergers and
acquisitions. The banks financed these activities largely from the partners’ capital, or
equity. During the 1990s and 2000s, however, most large investment banks converted
from partnerships to publicly traded corporations, and proprietary trading became a
more important source of profits.

Investment banks borrowed to finance their investments in securities and their
direct loans to firms, including mortgage loans to developers of commercial real estate.
Financing investments by borrowing rather than by using capital, or equity, increases
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a bank’s leverage. Using leverage in investing is a double-edged sword: Profits from the
investment are increased, but so are losses. As we saw in Chapter 10, the ratio of a
bank’s assets to its capital is its leverage ratio. Because a bank’s return on equity (ROE)
equals its return on assets (ROA) multiplied by its leverage ratio, the higher the lever-
age ratio, the greater the ROE for a given ROA. But the relationship holds whether the
ROA is positive or negative.

Solved Problem 11.1
The Perils of Leverage

Suppose that an investment bank is buying $10 million
in long-term mortgage-backed securities. Consider three
possible ways that the bank might finance its investment:

1. The bank finances the investment entirely out of its
equity.

2. The bank finances the investment by borrowing
$7.5 million and using $2.5 million of its equity.

3. The bank finances the investment by borrowing
$9.5 million and using $0.5 million of its equity.

a. Calculate the bank’s leverage ratio for each of these
three ways of financing the investment.

Solving the Problem
Step 1 Review the chapter material. This problem is about the interaction of lever-

age and risk, so you may want to review the section “ ‘Repo Financing’ and
Rising Leverage in Investment Banking,” which begins on page 318.

Step 2 Answer question (a) by calculating the leverage ratio for each way of financ-
ing the investment. The leverage ratio equals the value of assets divided by
the value of equity. In this case, the value of the assets is a constant $10 mil-
lion, but the bank is investing different amounts of its own funds—different
amounts of equity—with the three different ways of financing its investments.
If the bank uses financing method 1, it uses $10 million of its own funds; if it
uses financing method 2, it uses $2.5 million of its own funds; and if it uses
financing method 3, it uses $0.5 million of its own funds. Therefore, its lever-
age ratios are:

1.

2.

3.

Step 3 Answer the first part of question (b) by calculating the bank’s return on its
equity investment for each of the three ways of financing the investment. In
each case, the bank experiences a gain of $0.5 million from the increase in the

$10,000,000

$500,000
= 20.

$10,000,000

$2,500,000
= 4.

$10,000,000

$10,000,000
= 1.

b. For each of these ways of financing the investment,
calculate the return on its equity investment that
the bank receives, assuming that:
i. The value of the mortgage-backed securities

increases by 5% during the year after they are
purchased.

ii. The value of the mortgage-backed securities
decreases by 5% during the year after they are
purchased.

For simplicity, ignore the interest the bank receives
from the securities, the interest it pays on funds it bor-
rows to finance the purchase of the securities, and any
taxes the bank must pay.
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prices of the mortgage-backed securities. Because the amount of equity the bank
invests differs with the three methods of financing, the bank’s returns also differ:

1. or 5%.

2. or 20%.

3. or 100%.

Step 4 Answer the second part of question (b) by calculating the return for each of
the three ways of financing the investment. In this case, the investment
bank suffers a loss of $0.5 million from the fall in the prices of the mortgage-
backed securities. Therefore, the bank’s returns are:

1. or -5%.

2. , or -20%.

3. or -100%.

These results show that the more highly leveraged the bank’s investment—that is, the
more the bank relies on borrowing rather than on investing its own equity—the
greater the potential profit and the greater the potential loss. As we will see, even 
the highest leverage ratio in this problem—20—is well below the leverage ratios of the
large investment banks in the years leading up to the financial crisis!

For more practice, do related problem 1.11 on page 341 at the end of this chapter.

As we will discuss in Chapter 12, federal banking regulations put limits on the size
of a commercial bank’s leverage ratio. These regulations did not, however, apply to
investment banks. As a result, during the 2000s, as investment banks increased their
investments financed with borrowed funds, their leverage ratios rose well above those
of large commercial banks. Panel (a) of Figure 11.1 shows leverage ratios for five large
commercial banks and five large investment banks in 2007, as the financial crisis began.
As a group, the investment banks were significantly more highly leveraged than the
commercial banks. As we will discuss in the next section, by the end of 2008, Goldman
Sachs and Morgan Stanley were the only large investment banks that remained inde-
pendent. As panel (b) of Figure 11.1 shows, during 2008 and 2009, Goldman Sachs and
Morgan Stanley reduced their leverage ratios to levels more consistent with those of
commercial banks. This process of reducing leverage is called deleveraging.

In addition to being highly leveraged, investment banks were vulnerable during
the financial crisis because of the ways in which they financed their investments.
Investment banks borrowed primarily by either issuing commercial paper or by
using repurchase agreements. Repurchase agreements, or repos, are short-term loans
backed by collateral. For example, an investment bank might borrow money by sell-
ing Treasury bills to another bank or a pension fund, and at the same time the invest-
ment bank would agree to buy the Treasury bills back at a slightly higher price either

- $500,000

$500,000
= -1.00,

- $500,000

$2,500,000
= -0.20

- $500,000

$10,000,000
= -0.05,

$500,000

$500,000
= 1.00,

$500,000

$2,500,000
= 0.20,

$500,000

$10,000,000
= 0.05,
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the next day or within a few days. The difference between the price of the Treasury
bills when sold and when repurchased would represent the interest on the loan. By
the mid-2000s, investment banks had begun to rely heavily on this “repo financing.”1

Both commercial paper and repo financing represent short-term loans. If the funds
raised are used to invest in mortgage-backed securities or to make long-term loans to, for
instance, commercial real estate developers, investment banks face a maturity mismatch
because the maturity of their liabilities—the commercial paper or repos—is shorter than
the maturity of their assets—the mortgage-backed securities or loans. As we saw in
Chapter 10, commercial banks often face a maturity mismatch when they use short-term
deposits to make long-term loans. The maturity mismatch leaves commercial banks vul-
nerable to bank runs in which depositors want to withdraw their money but can’t
because banks have invested most of the money in illiquid loans. Bank runs became rare
in the United States after Congress established federal deposit insurance in 1934.

But lenders who buy the commercial paper of investment banks or engage in repo
financing with them have no federal guarantees. If an investment bank fails, lenders
can suffer heavy losses unless the loans are collateralized with assets that do not decline
in value. This counterparty risk, or the risk that the party on the other side of a finan-
cial transaction will not fulfill its obligations, played an important role in the financial
crisis of 2007–2009. As investment banks suffered heavy losses on mortgage-backed
securities, lenders refused to buy their commercial paper or enter into repo financing

1The Lehman Brothers investment bank went bankrupt in 2008. A report released by a court-appointed
bankruptcy examiner in 2010 indicated that the investment bank had accounted for some of its repos as
sales rather than loans, as is typically done, in order to reduce both the assets and debt reported on its
balance sheet, thereby reducing how leveraged the bank would appear to investors.

Panel (a) shows that at the start of the financial crisis in 2007, large invest-
ment banks were more highly leveraged than were large commercial banks.
Panel (b) shows that during 2008 and 2009, Goldman Sachs and Merrill
Lynch reduced their leverage ratios, or deleveraged.

Sources: Company annual reports and annual balance sheets, as reported on
wsj.com.•
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agreements with them. Because the assets that had been financed with this short-term
borrowing were often long term and illiquid, several large investment banks, particu-
larly Bear Stearns and Lehman Brothers, suffered severe financial difficulties. As Jamie
Dimon, the chairman and CEO of JPMorgan Chase, put it in the bank’s 2007 Annual
Report: “There is one financial commandment that cannot be violated: Do not borrow
short to invest long—particularly against illiquid, long-term assets.”2 Unfortunately, in
the years leading up to the financial crisis, a number of investment banks had violated
this commandment.

2James Dimon, “Letter to Shareholders,” March 10, 2008, in JPMorgan Chase’s Annual Report, 2007, p. 12.

Making the Connection

Did Moral Hazard Derail Investment Banks?
Until the early 1980s, all the large investment banks were partnerships. The funds the
banks used to finance their operations came primarily from the partners’ own equity
in the firm. If a bank made profits, the partners shared them, and if the bank suffered
losses, those were shared as well. The financial writer Roger Lowenstein has described
the situation at the Salomon Brothers investment bank in the late 1970s, as the part-
ners worried about an investment that had not been going well: “The firm’s capital
account used to be scribbled in a little book, left outside the office of a partner named
Allan Fine, and each afternoon the partners would nervously tiptoe over to Fine’s to
see how much they had lost.” In 1981, Salomon Brothers was the first of the large
investment banks to “go public” by converting from a partnership to a corporation. By
the time of the financial crisis, all the large investment banks had become publicly
traded corporations. As we noted in Chapter 9, with corporations, there is a separation
of ownership from control because although the shareholders own the firm, the top
management actually controls it. The moral hazard involved can result in a
principal–agent problem, as the top managers may take actions that are not in the best
interest of the shareholders.

One way to reduce moral hazard is for shareholders to monitor the behavior of top
managers. But as investment banks in the early 2000s moved away from traditional
activities such as underwriting and giving advice on mergers and acquisitions and
toward trading in complex financial securities, such as CDOs and CDS contracts,
shareholders and boards of directors did not understand these activities or their risks
and therefore could not effectively monitor the firms’ managers. Some commentators
and policymakers have argued that as a result, investment banks took on more risk
during the housing boom by increasing their leverage and buying what turned out to
be risky mortgage-backed securities. They did so because top managers would not bear
the consequences of heavy losses to the extent they would have had the firms remained
partnerships. Michael Lewis, who worked for several years as a bond salesman at
Salomon Brothers and later became a financial author, has argued:

No investment bank owned by its employees would have leveraged itself 35 to 1
or bought and held $50 billion in mezzanine CDOs. I doubt any partnership
would have sought to game the rating agencies . . . or even allow mezzanine
CDOs to be sold to its customers. The hope for short-term gain would not have
justified the long-term hit.
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Other commentators are skeptical of this argument. Many top managers of invest-
ment banks suffered significant losses during the financial crisis, which suggests that
the moral hazard problem may not have been severe. At both Bear Stearns and Lehman
Brothers, two of the most highly leveraged investment banks, both of which still held
billions of dollars worth of CDOs as their value began to fall, a strong tradition resulted
in most managers owning significant amounts of company stock. As the stock in these
companies lost most of its value during the financial crisis, the personal fortunes of
many of the firms’ managers dwindled. Richard Fuld, the chairman and CEO of
Lehman Brothers at the time of its bankruptcy, suffered losses of about $930 million
from the decline in the value of his Lehman Brothers stock.

The debate over why investment banks became more highly leveraged and took on
more risk in the years before the financial crisis is likely to continue.

Sources: Michael Lewis, “The End,” Portfolio, December 2008; Roger Lowenstein, When Genius
Failed: The Rise and Fall of Long-Term Capital Management, New York: Random House, 2000, p. 4;
and Aaron Lucchetti, “Lehman, Bear Executives Cashed Out Big,” Wall Street Journal, November 22,
2009.

Test your understanding by doing related problem 1.12 on page 341 at the end of
this chapter.

The Investment Banking Industry
Prior to the Great Depression of the 1930s, the federal government allowed finan-
cial firms to engage in both commercial banking and investment banking. The
Great Depression began in 1929 and included a financial panic that involved a col-
lapse in stock prices and the failure of more than 9,000 banks. As part of a series of
laws intended to restructure the financial system, Congress passed the Glass-Steagall
Act in 1933 to legally separate investment banking from commercial banking.
Congress saw investment banking as inherently more risky than commercial bank-
ing. The great stock market crash of October 1929 had resulted in heavy losses from
underwriting because investment banks were forced to sell securities for lower
prices than they had guaranteed to the issuing firms. The Glass-Steagall Act also
contained provisions for a system of federal deposit insurance. A majority in
Congress believed that if the federal government was going to insure deposits, it
should not allow banks to use the deposits to engage in what it saw as risky invest-
ment banking activities.

Following passage of the Glass-Steagall Act, many larger banks had to separate into
independent commercial and investment banks. For example, JPMorgan, then a com-
mercial bank, spun off Morgan Stanley, an investment bank, and First National Bank
of Boston spun off First Boston Corporation, which became an independent invest-
ment bank. As the decades passed and the disorderly conditions of the banking indus-
try in the early 1930s faded from memory, economists and policymakers began to
rethink the rationale for the Glass-Steagall Act. In principle, the Glass-Steagall Act was
designed to protect people with deposits in commercial banks from risky investment
activities by banks. In practice, however, some economists argued that the act had pro-
tected the investment banking industry from competition, which enabled it to earn
larger profits than the commercial banking industry. As a result, firms were forced to
pay more for issuing securities than they would have if competition from commercial
banks had been allowed. By the 1990s, sentiment in Congress was gradually shifting
toward repeal of the Glass-Steagall Act. Finally, in 1999, the Gramm-Leach-Bliley 
(or Financial Services Modernization) Act repealed the Glass-Steagall Act. The
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Gramm-Leach-Bliley Act authorized new financial holding companies, which would
permit securities and insurance firms to own commercial banks. The act also allowed
commercial banks to participate in securities, insurance, and real estate activities.
During the financial crisis of 2007–2009, some economists and policymakers argued
that repeal of the Glass-Steagall Act had been a mistake. They argued that, just as dur-
ing the 1930s, risky investment banking activity had damaged commercial banks and
put government-insured deposits at risk.

Following the repeal of the Glass-Steagall Act, the investment banking industry
underwent significant changes. The largest investment banks, known as “bulge bracket”
firms, were of two types: Some, such as JPMorgan, Citigroup, and Credit Suisse, were
part of larger financial firms with extensive commercial banking activity. Others, such
as Goldman Sachs, Morgan Stanley, Lehman Brothers, Bear Stearns, and Merrill Lynch,
were standalone investment banks that engaged in no significant commercial banking
activity. Large commercial banks, such as Bank of America, UBS, Wachovia, and
Deutsche Bank also had investment banking affiliates. Finally, smaller or regional
investment banks, known as “boutiques,” such as the Blackstone Group, Piper Jaffray,
Lazard, Raymond James, and Perella Weinberg, also played a significant role in the
industry.

Where Did All the Investment Banks Go?
The financial crisis of 2007–2009 had a profound impact on the investment bank-
ing industry. Firms that held significant amounts of mortgage-backed securities
suffered heavy losses as the prices of those securities plummeted. The standalone
investment banks had difficulty weathering the crisis, in part because they relied on
short-term borrowing from institutional investors and from other financial firms to
fund their long-term investments. As the crisis deepened, borrowing money on a
short-term basis became difficult, and these firms were forced to sell assets, often at
very low prices. In addition, because they were not commercial banks, they could
not borrow by taking out discount loans from the Federal Reserve to meet tempo-
rary liquidity problems. In March 2008, Bear Stearns was on the edge of bankruptcy
and sold itself at a very low price to JPMorgan Chase. In September 2008, Lehman
Brothers filed for bankruptcy. Shortly thereafter, Merrill Lynch sold itself to Bank of
America. In October, the only two remaining large standalone investment banks,
Goldman Sachs and Morgan Stanley, petitioned the Federal Reserve to allow them
to become financial holding companies, which are regulated by the Federal Reserve
and eligible for discount loans through their bank subsidiaries. As financial holding
companies, Goldman Sachs and Morgan Stanley could both borrow from the Fed
and, following Congress’s passage of the Troubled Asset Relief Program (TARP) in
October 2008, be eligible for injections of capital from the U.S. Treasury purchas-
ing their stock.

Some commentators labeled the effect of the financial crisis on investment banks
as “The End of Wall Street” because large standalone investment banks had long been
seen as the most important financial firms in the stock and bond markets. Table 11.1
shows the fates over the past 25 years of 11 large investment banks. Although the struc-
ture of the industry has changed, the activities of investment banking—underwriting,
providing advice on mergers and acquisitions, and so on—continue at subsidiaries of
financial holding companies, at affiliates of commercial banks, and at boutique invest-
ment banks.
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Table 11.1 The End of Wall Street? The Fates of the Large Investment Banks

Investment Bank Fate Year

First Boston Bought by Credit Suisse 1988
Salomon Brothers Bought by Travelers 1997
Donaldson, Lufkin, & Jenrette Bought by Credit Suisse 2000
PaineWebber Bought by UBS 2000
JPMorgan Bought by Chase 2000
A.G. Edwards Bought by Wachovia 2007
Bear Stearns Bought by JPMorgan Chase 2008
Goldman Sachs Became a financial holding company 2008
Lehman Brothers Failed 2008
Merrill Lynch Bought by Bank of America 2008
Morgan Stanley Became a financial holding company 2008

Notes: Credit Suisse is a bank headquartered in Zurich, Switzerland; Travelers is an insurance company
headquartered in Hartford, Connecticut; UBS (originally the Union Bank of Switzerland) is a bank head-
quartered in Zurich, Switzerland; Chase is the Chase Manhattan Bank, headquartered in New York City,
and is currently named JPMorgan Chase; and Wachovia is a bank headquartered in Charlotte, North
Carolina, that subsequently merged with Wells Fargo Bank.

Source: Tabular adaptation of p. 80 (“The End of the Line”) from The Wall Street Guide to the End of
the Wall Street as We Know It by Dave Kansas.  Copyright © 2009 by The Wall Street Journal.
Reprinted by permission of HarperCollins Publishers.

Making the Connection

So, You Want to Be an Investment Banker?
Over the past 20 years, investment banking has been one of the most richly rewarded
professions in the world. Top executives at investment banks such as Goldman Sachs,
Morgan Stanley, and JPMorgan have earned tens of millions of dollars in salary and
bonuses in recent years. This pay has been controversial. Some political commentators
have argued that the economic contribution from underwriting and providing advice
on mergers and acquisitions was not worth the compensation these executives
received. Some commentators lamented that the high compensation was luring too
many of the country’s “best and brightest” to investment banking and away from what
they saw as more productive pursuits in industry, the sciences, and professions such as
law, medicine, and teaching. Criticism of the top managers of investment banks
increased as the financial crisis unfolded, and some policymakers and economists
argued that investment banks had helped bring on the crisis by promoting mortgage-
backed securities. As we have seen, following the financial crisis, none of the larger
investment banks survived as standalone firms engaged only in investment banking.

But investment banking activity continues. The investment banking arms of com-
mercial banks remain very active in underwriting and providing advice on mergers
and acquisitions. Many boutique and regional investment banks continue to thrive,
and Goldman Sachs and Morgan Stanley, although now technically financial holding
companies, operate largely as they did before the crisis. Goldman Sachs, which had
made a profit of $17.6 billion in 2007, swung to a loss of $1.3 billion in 2008 during
the worst of the crisis but was back to a profit of $19.8 billion in 2009. Lloyd Blankfein,
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Goldman’s CEO, earned $9.6 million in salary and bonus in 2009 (which was actually
much lower than the $68.6 million he earned in 2007), and the average salary and
bonus of the firm’s 38,500 employees during 2009 was $498,000. So, a career in invest-
ment banking is still appealing to many new college graduates, even if the number of
positions available has been significantly reduced since 2007.

New college graduates hired by investment banks will sometimes take so-called
“back-office” jobs in which they provide clerical or technical support for the firms’
operations. Entry-level hires in investment banking proper are usually called analysts.
These positions famously require workweeks of 80 hours or more. The day-to-day
responsibilities of analysts include researching industries and firms, making presenta-
tions to the bank’s clients, helping in the due diligence process for IPOs, drafting finan-
cial documents, and participating in “deal teams” for mergers and acquisitions.
Investment banks typically have an “up or out” approach to their analysts: After two to
four years, the bank either promotes an analyst to the position of associate or asks him
or her to leave the firm. New hires with an MBA, rather than an undergraduate degree,
are sometimes hired directly as associates. The higher rungs on the investment bank-
ing job ladder are typically titled vice president, director, and managing director.

Changes to financial regulations enacted by Congress in the Dodd-Frank Act of
2010 had the potential to reduce the compensation earned by investment bankers.
Whether these changes would also reduce the allure of investment banking to many
young college graduates remains to be seen.

Sources: Salaries, employment data, and profits at Goldman Sachs from Graham Bowley and Eric Dash,
“Some See Restraint in Goldman Chief Bonus,” New York Times, February 5, 2010; and “Key Facts”
and “Annual Earnings” for Goldman Sachs Group, Inc., on wsj.com.

Test your understanding by doing related problem 1.13 on page 341 at the end of
this chapter.

Investment Institutions: Mutual Funds, 
Hedge Funds, and Finance Companies
Investment banks are not the only important nonbank financial firms. Investment
institutions are financial firms that raise funds to invest in loans and securities. The
most important investment institutions are mutual funds, hedge funds, and finance
companies. Mutual funds and hedge funds, in particular, have come to play an increas-
ingly important role in the financial system.

Mutual Funds
Mutual funds are financial intermediaries that allow savers to purchase shares in a port-
folio of financial assets, including stocks, bonds, mortgages, and money market securi-
ties. Mutual funds offer savers the advantage of reducing transactions costs. Rather than
buying many stocks, bonds, or other financial assets individually—each with its own
transactions costs—a saver can buy a proportional share of these assets by buying into
the fund with one transaction. Mutual funds provide risk-sharing benefits by offering a
diversified portfolio of assets and liquidity benefits because savers can easily sell the
shares. Moreover, the company managing the fund—for example, Fidelity or
Vanguard—specializes in gathering information about different investments.

The mutual fund industry in the United States dates back to the organization of
the Massachusetts Investors Trust (managed by Massachusetts Financial Services, Inc.)
in March 1924. The fund’s marketing stressed the usefulness of mutual funds for

Investment institution
A financial firm, such as a
mutual fund or a hedge
fund, that raises funds 
to invest in loans and 
securities.

11.2

Learning Objective
Distinguish between
mutual funds and
hedge funds and
describe their roles in
the financial system.

Mutual fund A financial
intermediary that raises
funds by selling shares to
individual savers and
invests the funds in a port-
folio of stocks, bonds,
mortgages, and money
market securities.



achieving a diversified portfolio for retirement savings. Later in 1924, the State Street
Investment Corporation was organized. In 1925, Putnam Management Company
introduced the Incorporated Investment Fund. These three investment managers are
still major players in the mutual fund industry.

Types of Mutual Funds Mutual funds operate as either closed-end or open-end
funds. In closed-end mutual funds, the mutual fund company issues a fixed number of
nonredeemable shares, which investors may then trade in over-the-counter markets,
just as stocks are traded. The price of a share fluctuates with the market value of the
assets—often called the net asset value, or NAV—in the fund. Due to differences in the
quality of fund management or the liquidity of the shares, fund shares may sell at a dis-
count or a premium relative to the market value of the assets in the fund. More com-
mon are open-end mutual funds, which issue shares that investors can redeem each day
after the markets close for a price tied to the value of the assets in the fund.

In the past 15 years, exchange-traded funds (ETFs) have become popular. ETFs are
similar to closed-end mutual funds in that they trade continually throughout the day, as
stocks do. However, ETFs differ from closed-end funds in that market prices track the
prices of the assets in the fund very closely. Unlike closed-end funds, ETFs are not active-
ly managed, which means they hold a fixed portfolio of assets that managers do not
change. (However, some actively managed ETFs are starting to appear.) Large institution-
al investors who purchase above a certain number of shares of an ETF—called a creation
unit aggregation—have the right to redeem those shares for the assets in the fund. For
instance, the Vanguard Large-Cap ETF contains 751 stocks. If the price of the underlying
stocks were greater than the price of the ETF, institutional investors could make arbitrage
profits by redeeming the ETF for the underlying stocks. Similarly, no institutional investor
would buy an ETF if its price were greater than the prices of the underlying assets. Because
arbitrage keeps the prices of ETFs very close to the prices of the underlying assets, small
investors can use them as an inexpensive way of buying a diversified portfolio of assets.

Many mutual funds are called no-load funds because they do not charge buyers a
commission, or “load.” Mutual fund companies earn income on no-load funds by
charging a management fee—typically about 0.5% of the value of the fund’s assets—
for running the fund. The alternative, called load funds, charge buyers a commission to
both buy and sell shares.

Funds that invest in stocks or bonds are the largest category of mutual funds. Large
mutual fund companies, such as Fidelity, Vanguard, and T. Rowe Price, offer many
stock and bond funds. Some funds hold a wide range of stocks or bonds, others spe-
cialize in securities issued by a particular industry or sector, and still others invest as an
index fund in a fixed-market basket of securities, such as the stocks in the S&P 500
stock index. Large mutual fund companies also offer funds that specialize in the stocks
and bonds of foreign firms, and these provide a convenient way for small investors to
participate in foreign financial markets.

Money Market Mutual Funds The greatest growth in mutual funds has been in
money market mutual funds, which hold high-quality, short-term assets, such as
Treasury bills, negotiable certificates of deposit, and commercial paper. Most money
market mutual funds allow savers to write checks above a specified amount, say $500,
against their accounts. Money market mutual funds have become very popular with
small savers as an alternative to commercial bank checking and savings accounts,
which typically pay lower rates of interest.

Starting in the 1980s, money market mutual funds began successfully competing
with commercial banks for the business of providing short-term credit to large firms.
Rather than taking out loans from banks, firms sold commercial paper to the funds.
The interest rates the firms paid on the paper was lower than banks charged on loans

Investment Institutions: Mutual Funds, Hedge Funds, and Finance Companies 327

Money market mutual
fund A mutual fund that
invests exclusively in short-
term assets, such as
Treasury bills, negotiable
certificates of deposit, and
commercial paper.
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but higher than the interest rate money market mutual funds would receive from
investing in Treasury bills. The funds were taking on more credit risk by buying com-
mercial paper rather than Treasury bills, but the risk was minimized because the matu-
rities were short—generally, less than 90 days—and the commercial paper received
high ratings from the rating agencies. By the 2000s, many financial corporations,
including investment banks, also began to rely on selling commercial paper to finance
their need for short-term credit. As we have just seen, some investment banks took on
the risk of relying on commercial paper to finance long-term investments.

The financial crisis of 2007–2009 revealed that market participants had underesti-
mated two sources of risk arising from the increased use of commercial paper. First, firms
using commercial paper to fund their operations faced the risk that they might have dif-
ficulty selling new commercial paper when their existing commercial paper matured.
This rollover risk could leave firms scrambling to find alternative sources of credit.
Second, money market mutual funds and other buyers of commercial paper faced the
possibility that the modestly higher interest rates they were receiving compared with
Treasury bills did not sufficiently compensate them for credit risk they were taking on.

Because the underlying assets in a money market mutual fund are both short term
and, presumably, of high quality, the funds keep their net asset values (NAVs) stable at $1.
Small day-to-day price declines that would otherwise drive the NAV of a fund’s shares
below $1 are absorbed by the fund because the fund’s managers know that they will
receive the face value of their investments in a brief period of time, when the investments
mature. So, unlike with other types of mutual funds, buyers do not have to worry about a
loss of principal—or so most investors thought until the financial crisis. To the shock of
most investors, Reserve Fund announced in September 2008 that its Primary Fund, a well-
known money market fund, had lost so much money when Lehman Brothers declared
bankruptcy and defaulted on its commercial paper that Reserve would have to “break the
buck.” Breaking the buck meant that Reserve would allow the NAV of the fund to fall to
$0.97, which meant a 3% loss of principal for investors in the fund. In addition, Reserve
announced that it would delay allowing investors to redeem their shares or write checks
against them. The fact that investors in a well-known fund had suffered a loss of principal
and had been unable to redeem their shares caused large withdrawals from other money
market funds. These panicked withdrawals from money market funds led the U.S.
Treasury to announce that it would guarantee the holdings of money market funds
against losses, thereby insuring that other funds would not be forced to break the buck.
Although the Treasury’s guarantee slowed withdrawals from money market mutual funds,
the funds cut back significantly on their purchases of commercial paper. Because the funds
made up such a large fraction of the market for commercial paper and because many
firms had become heavily dependent on sales of commercial paper to finance their oper-
ations, the adverse consequences for the financial system were severe. In October 2008, the
Federal Reserve stepped in to stabilize the market by directly purchasing commercial
paper for the first time since the Great Depression of the 1930s. The Fed’s actions helped
restore the flow of funds to firms that were dependent on commercial paper.

Hedge Funds
Hedge funds are similar to mutual funds in that they use money collected from savers
to make investments. There are several differences between mutual funds and hedge
funds, however. Hedge funds are typically organized as partnerships of 99 investors or
fewer, all of whom are either wealthy individuals or institutional investors, such as pen-
sion funds. Because hedge funds consist of a relatively small number of wealthy
investors, they are largely unregulated. Being unregulated allows hedge funds to make
risky investments that mutual funds would be unable to make.

Hedge fund Financial
firms organized as a 
partnership of wealthy
investors that make rela-
tively high-risk, speculative
investments.
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Hedge funds frequently short securities whose prices they think may decline,
meaning that they borrow the securities from a dealer and sell them in the market,
planning to buy them back after their price declines. A typical strategy of early hedge
funds was to pair a short position in a security with a long position by, for instance,
buying a futures contract on the security, so that the fund would stand to gain from
either an increase or a decrease in the price of the security. Because this type of strate-
gy resembles conventional hedging strategies like those we discussed in Chapter 7,
these early funds acquired the name “hedge funds.” Modern hedge funds, though, typ-
ically make investments that involve speculating, rather than hedging, so their name is
no longer an accurate description of their strategies. Although reliable statistics on
hedge funds are difficult to obtain, in 2010, there were as many as 10,000 operating in
the United States, managing more than $1 trillion in assets.

Hedge funds have been controversial for several reasons. First, while mutual fund
managers typically charge the fund a fee for managing it, hedge fund managers also
receive a share of any profits the fund earns. A typical hedge fund charges investors a fee
of 2% of the value of the fund’s assets plus 20% of any profits the fund earns. Second,
several hedge funds have experienced substantial losses that led to potential risk to the
financial system. Most notably, in 1998, the hedge fund Long-Term Capital Management
(LTCM), whose founders included Myron Scholes and Robert Merton, both winners of
the Nobel Prize in Economics, made speculative investments that would return a profit
if interest rates on high-risk debt fell relative to interest rates on low-risk debt.
Unfortunately for LTCM, rather than narrowing, the spread between high-risk and low-
risk debt widened, and LTCM was driven to the edge of bankruptcy. Although LTCM had
used only $4 billion in equity to make its investments, through borrowing and using
derivative contracts, the total value of its holdings was more than $1.1 trillion. The
Federal Reserve feared that if LTCM declared bankruptcy and defaulted on its loans and
derivative contracts, many of the hedge fund’s counterparties would suffer losses, and
this would undermine the stability of the financial system. So, in September 1998, the
Federal Reserve Bank of New York organized a bailout in which 16 financial firms agreed
to invest in LTCM to stabilize the firm so that its investments could be sold off—or
“unwound”—in a way that would not destabilize financial markets. We will discuss the
possible long-run implications of the Fed’s actions in the LTCM bailout in Chapter 12.

Finally, hedge funds have come under criticism for their heavy use of short selling.
Short selling can cause security prices to fall by increasing the volume of securities
being sold. During the financial crisis, the leaders of the large investment banks
claimed that short selling by hedge funds had driven the prices of their stocks to arti-
ficially low levels, thereby contributing to their financial problems. In 2010, the
German government became concerned that speculation against bonds issued by some
European governments and against the stocks of some German financial firms was
destabilizing financial markets in Europe. In May, the German government banned
“naked” short sales of these securities. Naked short sales involve selling a security short
without first borrowing the security. The German government also pushed for the
European parliament to pass a bill that would regulate hedge funds.

Many economists believe that hedge funds play an important role in the financial
system, however. Because hedge funds are able to mobilize large amounts of money
and leverage the money when buying securities, they are able to quickly force price
changes that can correct market inefficiencies.

Finance Companies
Finance companies are financial intermediaries that raise money through sales of
commercial paper and other securities and use the funds to make small loans to house-
holds and firms. Before making loans, finance companies gather information about

Finance company A non-
bank financial intermediary
that raises money through
sales of commercial paper
and other securities and
uses the funds to make
small loans to households
and firms.
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borrowers’ default risks. Because finance companies do not accept deposits as commer-
cial banks do, however, federal and state governments generally have seen little need for
regulation beyond information disclosure to potential borrowers and fraud prevention.
The lower degree of regulation allows finance companies to provide loans tailored to
match the needs of borrowers more closely than do the standard loans that other, more
regulated institutions can provide.

The three main types of finance companies are consumer finance, business finance,
and sales finance firms. Consumer finance companies make loans to enable consumers
to buy cars, furniture, and appliances; to finance home improvements; and to refinance
household debts. Finance company customers have higher default risk than do good-
quality bank customers and so may be charged higher interest rates. Business finance
companies engage in factoring—that is, purchasing at a discount accounts receivables of
small firms. Accounts receivables represent money that a firm is owed for goods or serv-
ices sold on credit. For example, CIT, which is a business finance company headquartered
in New York City, might buy $100,000 of short-term accounts receivable from Axle Tire
Company for $90,000. CIT is effectively lending Axle $90,000 and earning a $10,000
return when CIT collects the accounts receivable. Axle Tire is willing to sell its receivables
to CIT because it needs the cash to pay for inventory and labor costs, and it might have
a cash flow problem if it waited for all of its customers to pay their bills. Another activity
of business finance companies is to purchase expensive equipment, such as airplanes or
large bulldozers, and then lease the equipment to firms over a fixed length of time.

Sales finance companies are affiliated with companies that manufacture or sell big-
ticket goods. For example, department stores such as Macy’s or JCPenney issue credit
cards that consumers can use to finance purchases at those stores. This convenient
access to credit is part of the selling effort of the store.

Many economists believe that finance companies fill an important niche in the
financial system because they have an advantage over commercial banks in monitor-
ing the value of collateral, making them logical players in lending for consumer
durables, inventories, and business equipment.

Contractual Savings Institutions: 
Pension Funds and Insurance Companies
Pension funds and insurance companies may not seem much like commercial banks,
but they are also financial intermediaries that accept payments from individuals and
use them to make investments. Pension funds and insurance companies are called
contractual saving institutions because the payments individuals make to them are
the result of a contract, either an insurance policy or a pension fund agreement.

Pension Funds
For many people, saving for retirement is their most important form of saving. People
can accumulate retirement savings in two ways: through pension funds sponsored by
employers or through personal savings accounts. Because retirements are predictable,
pension funds can invest the contributions of workers and firms in long-term assets,
such as stocks, bonds, and mortgages to provide for pension benefit payments during
workers’ retirements. Representing about $10 trillion in assets in the United States in
2010, private and state and local government pension funds are the largest institution-
al participants in capital markets. Figure 11.2 shows the investments of private and
public pension funds. With about 20% of all U.S. financial assets under their control,
pension funds hold about 22% of the nation’s publicly traded equities and about 5%
of the value of corporate bonds.
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Both private and state and local pension funds concentrate their investments
in stocks, bonds, and other capital market securities.

Source: Board of Governors of the Federal Reserve System, Flow of Funds
Accounts of the United States, March 11, 2010.•
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When you work for a firm that has a pension fund, you receive pension benefits
only if you are vested. Vesting is the number of years you must work in order to receive
benefits after retirement. The vesting period required varies across pension plans.
Employees may prefer to save through pension plans provided by employers rather than
through savings accounts for three reasons. First, pension funds may be able to manage
a financial portfolio more efficiently, with lower transactions costs, than employees can.
Second, pension funds may be able to provide benefits such as life annuities, which are
costly for individual savers to obtain on their own. Third, the special tax treatment of
pensions can make pension benefits more valuable to employees than cash wages.3

A key distinction among pension plans is whether they have defined contributions
or defined benefits. In a defined contribution plan, the firm invests contributions for the
employees, who own the value of the funds in the plan. If the pension plan’s invest-
ments are profitable, pension income during retirement will be high; if the pension
plan’s investments are not profitable, retirement income will be low. In a defined bene-
fit plan, the firm promises employees a particular dollar benefit payment, based on
each employee’s earnings and years of service. The benefit payments may or may not
be indexed to increase with inflation. If the funds in the pension plan exceed the
amount promised, the excess remains with the firm running the plan. If the funds in
the pension plan are insufficient to pay the promised benefit, the plan is underfunded,
and the issuing firm is liable for the difference. Although at one time defined benefit
plans were more common, today most pension plans are defined contribution plans.
The notable exceptions are plans for public employees—such as firefighters and police
officers—and plans for private-sector workers in labor unions.

3Your contribution to a pension fund can be excluded from your current income for tax purposes, and
your employer’s matching contribution is tax deductible for your employer. In addition, you can’t be
taxed on the investment earnings of a pension fund. Your taxation is deferred until you receive retirement
benefits from your pension. You also have the option of transferring pension benefit payments into an
individual retirement account (IRA) or another favorable distribution plan, which can reduce the tax you
would otherwise owe on a lump-sum payment from your pension plan.
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One segment of defined contribution plans has emerged as a major force in retire-
ment saving: 401(k) plans. Named after the section of the Internal Revenue Service
Code in which they are described, 401(k) plans give many employees a chance to be
their own pension managers. In a 401(k) plan, an employee can make tax-deductible
contributions through regular payroll deductions, subject to an annual limit, and pay
no tax on accumulated earnings until retirement. Some employers match employee
contributions up to a certain amount. Many 401(k) participants invest through mutual
funds, which enable them to hold a large collection of assets at a modest cost. By 2010,
contributions to 401(k) plans equaled more than one-third of personal saving.

In response to difficulties firms encountered in administering pension plans,
Congress passed the Employee Retirement Income Security Act (ERISA) in 1974. This
landmark legislation set national standards for pension fund vesting and funding, restrict-
ed plans’ ownership of certain types of risky investments, and enacted standards for infor-
mation reporting and disclosure. The act authorized creation of the Pension Benefit
Guaranty Corporation (PBGC, or “Penny Benny”) to insure pension benefits up to a dol-
lar limit if a firm cannot meet its unfunded obligations under a defined benefit plan
because of bankruptcy or other reasons. The PBGC charges firms a premium on pension
liabilities and has an implicit line of credit from the U.S. Treasury. The current underfund-
ing of defined benefit private pension funds greatly exceeds the reserves of the PBGC. This
fact has led some economists to fear that a pension insurance crisis may be on the horizon.

Insurance Companies
Insurance companies are financial intermediaries that specialize in writing contracts to
protect their policyholders from the risks of financial loss associated with particular
events—such as an automobile accident or a house fire. Insurers obtain funds by charg-
ing premiums to policyholders and use these funds to make investments. For example,
individuals may pay annual premiums of $1,000 to obtain life insurance policies from
an insurance company, and the company will use these funds to make a loan to a hotel
chain that is remodeling or expanding. Policyholders pay the premiums in exchange for
the insurance company assuming the risk that if the insured event occurs, the company
will pay the policyholder. Insurance companies invest policyholders’ premiums in
stocks, bonds, mortgages, and direct loans to firms known as private placements.

The insurance industry has two segments: Life insurance companies sell policies to
protect households against a loss of earnings from the disability, retirement, or death of
the insured person. Property and casualty companies sell policies to protect households
and firms from the risks of illness, theft, fire, accidents, or natural disasters. Insurance
companies typically do not make a profit on the insurance policies themselves, paying
out more in claims than they receive in premiums. Instead, their profits come from
investing the premiums. Figure 11.3 shows that the asset portfolios of property and
casualty insurance companies differ from those of life insurance companies. At the 
end of 2009, life insurance companies held about $4.8 trillion in assets, while property 
and casualty insurance companies held about $1.4 trillion in assets. The funds invested
by life insurance companies are exempt from taxation, but property and casualty insur-
ance companies do not receive this exemption. This tax difference is reflected in their
asset portfolios: Property and casualty insurance companies invest more heavily in
municipal bonds because the interest received is not taxable, while life insurance com-
panies invest more heavily in corporate bonds, which pay higher interest rates.

The profitability of insurance companies depends in large part on their ability to
reduce risks involved in providing insurance. The key risks to the profitability of
insurers arise from adverse selection and moral hazard. Insurance companies have
several ways of reducing the risks in providing insurance, including those discussed
in the following sections.

Insurance company A
financial intermediary that
specializes in writing 
contracts to protect policy-
holders from the risk of
financial loss associated
with particular events.



Risk Pooling Insurance companies can reliably predict when and how much they will
pay out to policyholders by using the law of large numbers. This statistical concept
states that although the death, illness, or injury risks of an individual cannot be pre-
dicted, the average occurrences of any such event for large numbers of people generally
can be predicted. By issuing a sufficient number of policies, insurance companies take
advantage of risk pooling and diversification to estimate the size of reserves needed to
pay potential claims. Statisticians known as actuaries compile probability tables to help
predict the risk of an event occurring in the population.

Reducing Adverse Selection Through Screening and Risk-Based Premiums Insurance
companies suffer from adverse selections problems. The people most eager to purchase
insurance are those with the highest probability of requiring an insurance payout.
Severely ill people may want to buy large life insurance policies, and people in neigh-
borhoods plagued by arson will want large fire insurance policies. To reduce adverse
selection problems, insurance company managers gather information to screen out
poor insurance risks. If you apply for an individual health insurance policy, you have
to disclose information about your health history to the insurance company. Similarly,
if you try to buy automobile insurance, you have to supply information about your
driving record, including speeding tickets and accidents.

Insurance companies also reduce adverse selection by charging risk-based premi-
ums, which are premiums based on the probability that an individual will file a claim.
For example, insurance companies charge higher premiums on automobile insurance
policies for drivers who have multiple accidents and speeding tickets than for drivers
who have clean driving records. Similarly, premiums of life insurance policies are higher
for older people than for younger people.

Reducing Moral Hazard with Deductibles, Coinsurance, and Restrictive Covenants
Moral hazard is also a problem for insurance companies because policyholders may
change their behavior once they have insurance. For example, after a firm has bought a
fire insurance policy for a warehouse, the firm has a reduced incentive to spend money
fixing the sprinkler system in the warehouse. One way for insurance companies to reduce
the likelihood that an insured event takes place is to make sure that some of the policy-
holder’s money is at risk. Insurance companies do this by requiring a deductible, which is
a specified amount of a claim that an insurance company does not pay. For example, a
$500 deductible on your automobile insurance means that if you have an accident result-
ing in $2,000 in damages to your car, the insurance company will pay you only $1,500. To
give policyholders a further incentive to hold down costs, insurance companies may offer
coinsurance as an option in exchange for charging a lower premium. This option requires
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policyholders to pay a certain percentage of the costs of a claim after the deductible has
been satisfied. For example, if you have a health insurance policy with a $200 deductible
and a 20% coinsurance, or copayment, requirement, then on a $1,000 claim, you would
pay $360 (= $200 + (0.20 * $800)), and the insurance company would pay the other
$640 on your behalf.

To cope with moral hazard, insurers also sometimes use restrictive covenants, which
limit risky activities by the insured if a subsequent claim is to be paid. For example, a fire
insurance company may refuse to pay a firm’s claim if the firm failed to install and main-
tain smoke alarms, fire extinguishers, or a sprinkler system in accordance with its contract.

The tools that insurance companies use to reduce adverse selection and moral haz-
ard problems are intended to align the interests of policyholders with the interests of the
insurance companies. To the extent that the companies succeed, the cost of providing
insurance is reduced. Competition among insurance companies results in these cost
savings being passed along to policyholders in the form of lower insurance premiums.

Making the Connection

Why Did the Fed Have to Bail Out Insurance Giant AIG?
One of the most dramatic events of the financial crisis was the announcement on
September 16, 2008, that in exchange for $85 billion, the U.S. government was about
to take ownership of 80% of American International Group (AIG), the largest insur-
ance company in the United States. Ultimately, the federal government made a total of
$182 billion available to the company to keep it from collapse. (In mid-2010, Fed
Chairman Ben Bernanke stated that he believed that AIG would eventually pay back all
of the money.) During the financial crisis, most people had become familiar with the
problems of investment banks and commercial banks, but it was surprising that a large
insurance company would be involved in the crisis. After all, insurance seems like a
very stable business: Companies regularly collect premiums from policyholders, make
fairly predictable payments on claims, and make a profit from investing the premiums.
AIG, however, had expanded beyond these basic insurance activities.

AIG was founded in China by Cornelius Vander Starr in 1919. Starr expanded to
the United States in 1926. The company underwent rapid growth after Maurice “Hank”
Greenberg succeeded Starr as the company’s president in 1968. The firm’s problems
during the financial crisis of 2007–2009 stemmed from a decision made in 1998 by AIG
Financial Products, a unit of the firm based in London. In that year, AIG Financial
Products began writing credit default swap contracts on CDOs. In exchange for being
paid a premium by the buyers, the credit default swaps obliged AIG to pay the buyers if
the CDOs declined in value. In effect, AIG was insuring the value of CDOs. At first, the
CDOs against which the credit default swaps were written consisted of relatively high-
quality corporate bonds, with only a few mortgage-backed securities.

At the height of the housing boom, however, AIG was issuing hundreds of billions
of dollars worth of credit default swaps against CDOs consisting largely of mortgage-
backed securities. Most of the underlying mortgages in these securities were to either
subprime or Alt-A borrowers, although the CDOs were highly rated by the credit rat-
ing agencies. At that point, many of the buyers of the credit default swaps did not own
the CDOs being insured; instead, these buyers were hedge funds and other investors
who wanted to speculate that the CDOs would soon lose value. Still, AIG was earning
$250 million annually from the premiums and, although housing prices had begun to
decline in 2006, raising the risk that mortgage defaults would increase, the AIG execu-
tive in charge of the London unit, Joseph Cassano, remained optimistic. In August
2007, Cassano was quoted as saying: “It is hard for us, without being flippant, to even
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see a scenario within any kind of realm of reason that would see us losing one dollar
in any of these transactions.” Almost immediately thereafter, mortgage defaults
increased, causing the prices of the CDOs to decline and leaving AIG liable for large
payments on the credit default swaps. By September 2008, AIG had lost $25 billion on
the credit default swaps, and the owners of the swaps were insisting that AIG post col-
lateral against the possibility of further losses. The firm did not have sufficient assets
to use as collateral and had to inform the Federal Reserve that without government
assistance, it would need to declare bankruptcy.

Why did the federal government decide to spend tens of billions of dollars to bail
out an insurance company? It is not coincidental that AIG was saved shortly after
Lehman Brothers had declared bankruptcy. In that case, the U.S. Treasury and the
Federal Reserve had decided not to intervene. The failure of Lehman Brothers had
worsened the financial crisis as the investment bank’s counterparties suffered heavy
losses. The U.S. Treasury and the Federal Reserve were afraid that if AIG failed and
defaulted on its contracts, the losses suffered by other firms would deepen the finan-
cial crisis. We will discuss this episode further in the next chapter.

Sources: Christopher Cox, “Swapping Secrecy for Transparency,” New York Times, October 19, 2008; 
the quote from Joseph J. Cassano, the AIG executive in charge of the London unit, is from Gretchen
Morgenson, “Behind Insurer’s Crisis, a Blind Eye to a Web of Risk,” New York Times, September 27, 2008;
and James Bandler, with Roddy Boyd and Doris Burke, “Hank’s Last Stand,” Fortune, October 13, 2008.

Test your understanding by doing related problem 3.10 on page 344 at the end of
this chapter.

Systemic Risk and the Shadow Banking System
We have seen that in the 15 years before the financial crisis of 2007–2009, nonbank
financial institutions, such as investment banks, hedge funds, and money market
mutual funds, had become an increasingly important means for channeling money
from lenders to borrowers. These nonbank financial institutions have been labeled the
“shadow banking system”—matching savers and borrowers, but outside of the com-
mercial banking system, and, in principle, lowering costs to borrowers and raising
returns to savers. On the eve of the financial crisis, the size of the shadow banking sys-
tem was greater than the size of the commercial banking system.4 What importance, if
any, did this change in funding channels have for the financial system and the econo-
my? Did the growth of the shadow banking system play a role in the financial crisis?

In the following sections, we will discuss aspects of the shadow banking system
that economists and policymakers have focused on following the financial crisis.

Systemic Risk and the Shadow Banking System
In a market system, firms are generally free to operate as they please, subject to general
laws concerning fraud, racial or other discrimination, and so on. As we saw in Chapter 10,
though, dating from the early days of the country, fears of the financial power of banks
had resulted in the government regulating banks in a number of ways, including
restricting the number of bank branches and prohibiting interstate banking. Although
some of these regulations had been removed by the 1990s, banks still remained more
closely regulated than most other firms, including most financial firms.

11.4

Learning Objective
Explain the connection
between the shadow
banking system and
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4Timothy Geithner, in the speech cited in the chapter opener, noted that in 2007, the value of the assets held
by investment banks and hedge funds plus the value of asset-backed commercial paper plus repurchase
agreements was greater than the value of loans, securities, and all other assets held by commercial banks.
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During the 1930s, the sharp decline in stock prices and widespread bank failures led
the federal government to enact new financial regulations. To help stabilize the banking
system, Congress established the Federal Deposit Insurance Corporation (FDIC), which
insured deposits in commercial banks. To help reduce information problems in finan-
cial markets, Congress established the Securities and Exchange Commission (SEC),
which was given responsibility to regulate the stock and bond markets.

In the absence of deposit insurance, bank managers had an incentive to avoid risky
investments that would alarm depositors and endanger the solvency of the bank.
Depositors had an incentive to monitor how banks invested their deposits to avoid
losses in the event that the bank failed. Although bank failures imposed losses on the
owners of banks and on depositors, the possibility of losses always exists in a market
system. Moreover, as Congress realized, the enactment of deposit insurance increased
moral hazard by reducing the incentive bank managers had to avoid risky investments
and by reducing the incentive depositors had to monitor the actions of bank managers.
Why, then, did Congress establish the FDIC? The goal was not primarily to protect
depositors from the risk of losing money if their banks failed. Instead, Congress was
trying to stop bank panics. Congress intended to reduce the likelihood that the failure
of an individual bank would lead depositors to withdraw their money from other
banks, a process called contagion. Bank runs were largely eliminated by deposit insur-
ance because depositors no longer had to fear the loss of funds in their checking and
savings accounts in the event that their bank failed. Essentially, then, in enacting
deposit insurance, Congress was less concerned with the risk to individual depositors
than with systemic risk to the entire financial system.

Deposit insurance succeeded in stabilizing the banking system, maintaining the
flow of funds from depositors through banks to borrowers, particularly businesses
dependent on bank loans. But there is no equivalent to deposit insurance in the shad-
ow banking system. In the shadow banking system, short-term loans take such forms
as repurchase agreements, purchases of commercial paper, and purchases of money
market mutual fund shares rather than the form of bank deposits. During the finan-
cial crisis, the Treasury temporarily guaranteed owners of money market mutual fund
shares against losses of principal for shares they already owned, but that program
ended in September 2009. With that exception, the government does not reimburse
investors and firms who make loans to shadow banks in the event that they suffer loss-
es. So, while commercial bank runs are largely a thing of the past, runs on shadow
banks decidedly are not. During the financial crisis, the shadow banking system was
subject to the same type of systemic risk that the commercial banking system experi-
enced during the years before Congress established the FDIC in 1934.

Regulation and the Shadow Banking System
Historically, the commercial banking system had been the primary source of credit to
most firms and had been subject to periods of instability. So, the federal government has
over the years regulated the types of assets commercial banks can hold and the extent of
their leverage. Shadow banking firms, such as investment banks and hedge funds, have
not been subject to these regulations. There have been two main rationales for exempt-
ing many nonbanks from restrictions on the assets they can hold and the degree of
leverage they can have: First, policymakers did not see these firms as being as important
to the financial system as were commercial banks, and regulators did not believe that the
failure of these firms would damage the financial system. Second, these firms deal pri-
marily with other financial firms, institutional investors, or wealthy private investors
rather than with unsophisticated private investors. Policymakers assumed that because
investment banks and hedge funds were dealing with sophisticated investors, these
investors could look after their own interests without the need for federal regulations.

Systemic risk Risk to the
entire financial system
rather than to individual
firms or investors.
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In 1934, Congress gave the SEC broad authority to regulate the stock and bond
markets. With the growth of trading in futures contracts, Congress in 1974 established
the Commodity Futures Trading Commission (CFTC) to regulate futures markets.
Over time, though, financial innovation resulted in the development of complex finan-
cial securities that were not traded on exchanges and, therefore, not subject to regula-
tion by the SEC and CFTC. By the time of the financial crisis, trillions of dollars worth
of securities such as credit default swaps were being traded in the shadow banking sys-
tem, with little oversight from the SEC or CFTC. The financial crisis revealed that this
trading involved substantial counterparty risk, particularly with respect to securities
based on mortgages. As we saw in Chapter 7, when derivatives are traded on exchanges,
the exchange serves as the counterparty, which reduces the default risk to buyers and
sellers. In 2010, Congress enacted regulatory changes that would push more trading in
derivatives onto exchanges. Counterparty risk in the shadow banking system also
increased over time, as some of these firms became highly leveraged. With high lever-
age, small losses would be magnified, increasing the probability of default.

The Fragility of the Shadow Banking System
We can summarize the vulnerability of the shadow banking system as follows: Many
firms in the shadow banking system were operating in a way similar to commercial banks
in that they were borrowing short term—by issuing commercial paper or entering into
repurchase agreements—and lending long term. However, for several reasons, they were
more vulnerable than were commercial banks to incurring substantial losses and possi-
ble failure. First, unlike bank depositors, the investors providing investment banks and
hedge funds with short-term loans had no federal insurance against loss of principal.
This made investment banks and hedge funds as vulnerable to runs as commercial banks
had been in the early 1930s. Second, because they were largely unregulated, shadow
banks could invest in more risky assets and become more highly leveraged than commer-
cial banks. Finally, during the 2000s, many shadow banks had made investments that
would rapidly lose value if housing prices in the United States were to decline. When
housing prices began to decline, many shadow banking firms suffered heavy losses, and
some were forced into bankruptcy. Given the increased importance of these firms in the
financial system, the result was the worst financial crisis since the Great Depression.

Answering the Key Question
Continued from page 314

At the beginning of this chapter, we asked the question:

“What role did the shadow banking system play in the financial crisis of 2007–2009?”

Although we will discuss the financial crisis of 2007–2009 more completely in the next chapter, this
chapter has provided some insight into the role of the shadow banking system. Many shadow
banks, particularly investment banks and hedge funds, were overly reliant on financing long-term
investments with short-term borrowing, were highly leveraged, and held securities that would lose
value if housing prices fell. When housing prices did fall, these firms suffered heavy losses, and
some were forced into bankruptcy. Given the importance of shadow banking to the financial
system, the result was a financial crisis.

Before moving on the next chapter, read An Inside Look at Policy on the next page
for a discussion of the role of shadow banking in the financial crisis of 2007–2009.
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Explaining FinReg:
Shadow Bank
Runs, or the
Problem Behind
the Problem

On June 20, 2007, Ben Bernanke
said that the subprime crisis “will
not affect the economy overall.” . . .
and assured investors that “while
rising delinquencies and foreclo-
sures will continue to weigh heavily
on the housing market this year, it
will not cripple the U.S.”

. . . Yale economist . . . Gary
Gorton is sympathetic to
Bernanke’s statements: Subprime
shouldn’t have been big enough to
cause this sort of crisis. In 2005
and 2006, the market originated
about $1.2 trillion in mortgages—
big, but not a vital organ of the
American economy.

Subprime was the trigger for the
crisis, but not the cause. What 
happened, rather, was that the 
subprime crisis set off an old-
fashioned bank run in a newfan-
gled market: the shadow banking
market. . . .

. . . The shadow banking market
is where big banks, institutional
investors, and other folks who have
a lot of money do their banking. . . .
So let’s say I’m Ezra Bank. I’ve got
$100 million that I’m going to

invest next month, but for now, I
need to put it somewhere. I head to
the “repo market,” and I ask Bear
Stearns to hold my money and pay
me interest. They agree. But how
do I know Bear Stearns won’t just
keep my money?

Individual depositors in the nor-
mal banking market never have that
fear. The government insures our
deposits. But they don’t insure mas-
sive institutional deposits. So Ezra
Bank would ask Bear Stearns for
“collateral” . . . something like, say,
AAA mortgage-backed securities.

This manner of banking created
a massive hunger for collateral. And
it was this hunger . . . that drove
the wild demand for mortgage-
backed securities.

. . . The FDIC’s deposit insur-
ance exists to prevent bank runs. . . .
The shadow banking market doesn’t
have deposit insurance. . . .

What we had in 2008, Gorton
says, was a bank run. No one knew
which banks were exposed to 
the subprime crisis, so everyone
froze. . . . The underlying problem
is that the collateral is “informa-
tionally sensitive.” . . . Information
can . . . unexpectedly change its
worth . . . and then confidence
drains out of the whole system.
“It’s the e coli problem,” Gorton
says. “When they recall 10 million
pounds of burger, it brings all sales
of ground meat to a halt because
no one knows how much e coli
there is or where it is.”

. . . deposits with our banks are
not informationally sensitive:
Where small pieces of new 
information can scare the shadow-
banking market, major revelations
are shrugged off in the commercial
banking market . . . because the fed-
eral government insures deposits.

To offer an analogy, consider
someone with a weakened immune
system who eats a bad piece of fish
and gets really sick. Obviously, the
first thing you want to do is deal
with the illness. But when that’s
over, the issue you want to deal
with isn’t so much . . . what made
the patient sick this time . . . as . . .
what makes the patient vulnerable
to dangerous illnesses. Putting
derivatives on exchanges and clear-
inghouses will do a lot to make
sure that the system doesn’t get the
same illness anytime soon, but it
doesn’t deal with the system’s vul-
nerability to illnesses—that is to
say, the system’s vulnerability to
bank runs.

Handling that would require
either creating a type of safe, infor-
mationally-insensitive collateral for
the shadow-banking system to use
or examining and insuring the col-
lateral the system does use.

Source: From The Washington Post
© April 26, 2010 The Washington Post.
All rights reserved. Used by permission
and protected by the Copyright Laws of
the United States. The printing, copying,
redistribution, or retransmission of the
Material without express written permis-
sion is prohibited.

a
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Key Points in the Article
Yale University economist Gary Gorton
argues that a bank run in the shadow
banking system caused the financial crisis
that began in 2007. This bank run was
triggered by rising delinquencies and
foreclosures in the subprime mortgage
market. The government offers deposit
insurance to commercial banks, but not
to institutional deposits in the shadow
banking market. Because there was no
deposit insurance, depositors demanded
collateral in the form of highly rated
mortgage-backed securities. When the
subprime mortgage crisis began, no one
knew which banks were most at risk,
and investors lost confidence in all insti-
tutions in the shadow banking market.
The underlying problem was that collat-
eral was “informationally sensitive.”
That is, new information that caused
great disruption in the shadow banking
market caused little disruption in the
commercial banking system because the
federal banking system insures commer-
cial bank deposits.

Analyzing the News
Chapter 10 explained that the key 
to the financial crisis that began in

2007 was the bursting of the housing

bubble, a bubble that resulted from
large increases in mortgage loans to
subprime and Alt-A borrowers. The
table below shows that the value of
new mortgage-related securities (includ-
ing private and government-sponsored
housing securitizations) and non-
mortgage asset-backed securities issued
from 2004 to 2006 were well in excess
of the value of new issues of corporate
debt. Although in 2007 Ben Bernanke
stated that the crisis in the subprime
market would not spread to the overall
economy, the table shows that there
was a widespread decline from 2007 to
2008 in the issuance of securitized and
corporate debt.

Ezra Stein describes Gary Gorton’s 
explanation of the financial crisis as

a bank run in the shadow banking mar-
ket. Because the government does not
insure deposits in the shadow banking
system, firms require collateral, often in
the form of mortgage-backed securities,
to persuade them to deposit money in
the shadow banking system—for exam-
ple, via repurchase agreements (repos)
and commercial paper. As investment
banks such as Bear Stearns and Lehman
Brothers suffered losses on their 
mortgage-backed securities, lenders

began to refuse to buy commercial
paper or enter into repo financing agree-
ments with nonbank financial firms.

The bank run in the shadow 
banking system was a result of no

one knowing which banks were
exposed to the subprime crisis. Gorton
describes the problem as “information-
ally sensitive” collateral. Deposits with
commercial banks are “informationally
insensitive.” That is, federal deposit
insurance insulates depositors from the
effects of changes in information, such
as the disruption in the subprime mort-
gage market, that affect the shadow
banking system.

THINKING CRITICALLY ABOUT
POLICY
1. In 2008, the Federal Reserve agreed

to convert former investment banks
Morgan Stanley and Goldman Sachs
into financial holding companies.
Why would executives of these firms
choose to reorganize as financial
holding companies?

2. Is a bank run in the shadow banking
system more or less likely today than
in 2007? Briefly explain your answer.
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a

Year
Issuance of Mortgage-

Related Securities
Issuance of Non-Mortgage 

Asset-Backed Securities
Issuance of 

Corporate Debt

2004 $1,779.0 869.8 $780.7
2005 1,966.7 1,172.1 752.8

2006 1,987.8 1,253.1 1,052.9

2007 2,050.3 901.7 1,127.5

2008 1,344.1 163.1 706.2

Percentage change:
2007–2008

-34.4% -81.9% -37.4%

Note: Data are in billions.

Source: Gary Gorton, “Slapped in the Face by the Invisible Hand: Banking and the Panic of 2007,” Paper prepared
for the Federal Reserve Bank of Atlanta’s 2009 Financial Markets Conference: Financial Innovation and Crisis, May
11-13, 2009, p. 25.
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KEY TERMS AND CONCEPTS
Contractual saving institution,

p. 330
Finance company, p. 329
Hedge fund, p. 328
Initial public offering (IPO), p. 316

Insurance company, p. 332 
Investment banking, p. 315
Investment institution, p. 326
Money market mutual fund, p. 327
Mutual fund, p. 326

Pension fund, p. 330
Syndicate, p. 316
Systemic risk, p. 336
Underwriting, p. 316

CHAPTER SUMMARY AND PROBLEMS

Investment Banking
Explain how investment banks operate.

11.1

SUMMARY
Investment banking is a financial activity that centers
on underwriting new security issues and providing
advice on mergers and acquisitions. Underwriting is
an activity in which an investment bank guarantees
the price of a security to the issuing firm and resells
the security for a profit. An initial public offering
(IPO) is the first time a firm sells stock to the public.
Large security issues are typically underwritten by
groups of investment banks called syndicates.
Investment banks have played a large role in designing
new securities, a process called financial engineering.
In recent years, investment banks have engaged in
more proprietary trading: buying and selling securities
for the bank’s own account rather than for clients.
During the 2000s, some large investment banks began
to rely heavily on financing their long-term invest-
ments with short-term borrowing that involved either
issuing commercial paper or participating in repur-
chase agreements. During this period, many invest-
ment banks increased their leverage and invested in
mortgage-backed securities. “Repo financing,”
increased leverage, and investments in mortgage-
backed securities increased the risk investment banks
faced. During the Great Depression, the Glass-Steagall
Act separated investment banking from commercial
banking. In 1999, Congress repealed the Glass-Steagall
Act, and commercial banks reentered the investment
banking industry. During the financial crisis of
2007–2009, all the large, standalone investment banks
failed, merged with commercial banks, or became
financial holding companies.

Review Questions

1.1 What are the key differences between invest-
ment banks and commercial banks?

1.2 In which activities do investment banks engage?
Which of these activities are considered the core
activities of investment banks?

1.3 What is an initial public offering? What is a 
syndicate?

1.4 What is financial engineering? Why have invest-
ment banks sometimes been criticized for their
financial engineering activities?

1.5 What is proprietary trading?

1.6 What is repo financing? What is leverage? Why
during the 2000s, did investment banks become
more reliant on repo financing and more highly
leveraged?

1.7 What became of the large, standalone invest-
ment banks during the financial crisis of
2007–2009?

Problems and Applications

1.8 A review of a biography of the British invest-
ment banker Siegmund Warburg states that
Warburg believed:

Investment banking should not be about
gambling but about . . . financial 
intermediation built on client relationships,
not speculative trading. . . . Warburg was
always queasy about profits made from
[investing] the firm’s own capital,
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preferring income from advisory and under-
writing fees.

a. What is underwriting? In what sense is an
investment bank that engages in underwrit-
ing acting as a financial intermediary?

b. Is an investment bank that buys securities
with its own capital acting as a financial
intermediary? Briefly explain.

Source: “Taking the Long View,” Economist, July 24,
2010.

1.9 In referring to the collapse of the Long-Term
Capital Management hedge fund in 1998, an
article in the New York Times noted that:

Starting with just $5 billion in capital, the
fund was able to get $125 billion in addition-
al funds. Using that leverage, it took on trad-
ing positions with an estimated potential
value of $1.25 trillion. Despite the fund’s
seemingly brilliant strategy, the high leverage
meant that it did not take much of a setback
to wipe out the fund’s underlying capital.
And the potential freezing of $1 trillion of
positions, even temporarily, was seen as a
major risk to the system.

a. What is leverage? What information from
this excerpt indicates that Long-Term Capital
Management was highly leveraged?

b. What risks did Long-Term Capital
Management’s high leverage pose to the
firm? What risks did it pose to the financial
system?

Source: Anna Bernasek, “Hedge Funds’ Heft Raises
Increasing Concern About Their Risks,” New York
Times, July 5, 2005.

1.10 The article cited in Problem 1.9 also noted that
in 2005, Timothy Geithner, then president of
the Federal Reserve Bank of New York, thought
that leverage at hedge funds was rising, “proba-
bly because of heightened competitive pres-
sure.” Why might competitive pressure lead a
hedge fund manager to take on more leverage?
Would the same reasoning apply to the man-
agers of an investment bank? Briefly explain.

Source: Anna Bernasek, “Hedge Funds’ Heft Raises
Increasing Concern About Their Risks,” New York
Times, July 5, 2005.

1.11 [Related to Solved Problem 11.1 on page 319]
Suppose that you intend to buy a house for
$200,000. Calculate your leverage ratio for this
investment in each of the following situations:

a. You pay the entire $200,000 price in cash.

b. You make a 20% down payment.

c. You make a 10% down payment.

d. You make a 5% down payment.

Now assume that at the end of the year,
the price of the house has risen to $220,000.
Calculate the return on your investment for
each of the situations listed above. In your 
calculations, ignore interest you pay on the
mortgage loan and the value of any 
housing services you receive from owning 
your home.

1.12 [Related to the Making the Connection on
page 322] What incentives would the partners
in an investment bank have to turn it into a
public corporation? If becoming a public corpo-
ration increases the risk in investment banking,
how do publicly traded investment banks suc-
ceed in selling stock to investors?

1.13 [Related to the Making the Connection on
page 325] Many investment banks practice an
“up or out” policy, with new hires being either
fired or promoted within a few years. Many
large law firms and accounting firms use a
similar policy, as do colleges with respect to
their tenure-track faculty. Most firms, however,
do not use this policy. In a typical firm, after a
short probationary period, most employees
continue to work for the firm indefinitely, with
no set time before they are considered for pro-
motion. What are the advantages and disad-
vantages to investment banks and other firms
of using an “up or out” employment policy?
Are there advantages to employees? If there are
no advantages to employees, how are invest-
ment banks able to find people willing to work
for them?
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Investment Institutions: Mutual Funds, 
Hedge Funds, and Finance Companies
Distinguish between mutual funds and hedge funds and describe their roles in the
financial system.

11.2

SUMMARY
Investment institutions are financial firms that raise
funds to invest in loans and securities. The most
important investment institutions are mutual funds,
hedge funds, and finance companies. Mutual funds
are financial intermediaries that allow savers to
purchase shares in a portfolio of financial assets.
Closed-end mutual funds issue a fixed number of
nonredeemable shares that investors trade on
exchanges and in over-the-counter markets. Open-end
mutual funds issue shares that can be redeemed each
day after the market closes. Exchange-traded funds
(ETFs) trade continually throughout the day, but
unlike closed-end funds, they hold a fixed portfolio of
assets that the funds’ managers do not change. Money
market mutual funds hold high-quality, short-term
assets, such as Treasury bills. In recent years, money
market mutual funds have become an important
source of demand for commercial paper. Hedge funds
are financial firms organized as partnerships of
wealthy investors that make relatively high-risk, specu-
lative investments. Finance companies are financial
intermediaries that raise money through sales of com-
mercial paper and other securities and use the funds
to make small loans to households and firms. The
three main types of finance companies are consumer
finance, business finance, and sales finance firms.

Review Questions

2.1 What is an investment institution? In what ways
are investment institutions similar to commer-
cial banks? In what ways are they different?

2.2 What is the difference between an open-end
mutual fund and a closed-end fund? What is an
exchange-traded fund (ETF)? How does an ETF
differ from a closed-end fund?

2.3 What is a money market mutual fund? Briefly
describe the role of money market mutual
funds in the commercial paper market.

2.4 What are the key differences between mutual
funds and hedge funds?

2.5 What is a finance company? How are finance
companies able to compete against commercial
banks?

Problems and Applications

2.6 Small savers can usually receive a higher interest
rate from money market mutual funds than
from bank savings accounts. So, how are banks
able to attract small savers?

2.7 Financial journalist David Wessel has described
what happened with the Reserve Primary Fund,
a money market mutual fund, on September 16,
2008:

At 4:15 P.M., the fund issued a press release.
The Lehman paper in its portfolio was
worthless and the fund’s shares were worth
not $1, but only 97 cents: breaking the buck.
The news triggered a run that spread through
the $3.4 trillion [money market mutual
fund] industry.

a. What is “Lehman paper”? Why was the
Lehman paper in the fund’s portfolio
worthless?

b. What does “breaking the buck” mean? 
Why was it significant to the financial
system?

c. What is a “run”? Why would one money
market fund having broken the buck cause a
run on other money market funds?

Source: David Wessel, In Fed We Trust, New York:
Crown Business, 2009, p. 207.

2.8 An article in the New York Times in early 2010
noted that: “many car loans have already
become significantly more expensive, with rates
at auto finance companies rising to 4.72 percent
in February from 3.26 percent in December,
according to the Federal Reserve.”

a. What is an auto finance company?
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b. What advantages might automobile dealers
gain from using a finance company, rather
than a bank, to finance their customers’ pur-
chases? What advantages might customers
gain?

Source: Nelson D. Schwartz, “Interest Rates Have
Nowhere to Go But Up,” New York Times, April 10,
2010.

2.9 Consider the following facts about hedge 
funds:

1. “[The] share of industry assets held by
firms with more than $1 billion under
management has risen gradually from
about 75 percent in 2006 to about 82 per-
cent at the start of this year . . . .”

2. “Yet research . . . suggests that older and
larger [funds] tend to deliver lower absolute
returns than smaller and younger ones.”

3. “[Large] funds . . . fare less badly than
[their] smaller brethren in the crisis year
of 2008.”

a. What is a hedge fund?

b. Are these three facts contradictory, or can you
provide a consistent explanation for them?

Source: “For Hedge Fund Investors, Does Size
Matter?” New York Times, July 30, 2010.

2.10 In describing the work of hedge funds, financial
journalist Sebastian Mallaby has observed:

[Research] showed that the unglamorous
“value” stocks were underpriced relative to
overhyped “growth” stocks. This meant that
capital was being provided too expensively to
solid, workhorse firms and too cheaply to
their flashier rivals. . . . It was the function of
hedge funds to correct inefficiencies like this.

a. Explain what the first two sentences in this
excerpt mean: What is the connection
between the relative prices of these two types
of firms and their cost of raising capital?
Who is “providing” capital to these firms?

b. How can hedge funds correct this inefficiency?

Source: Sebastian Mallaby, More Money Than God:
Hedge Funds and the Making of a New Elite, New
York: The Penguin Press, 2010, pp. 8–9.

Contractual Savings Institutions: Pension Funds 
and Insurance Companies
Explain the roles that pension funds and insurance companies play in 
the financial system.

11.3

SUMMARY
Pension funds and insurance companies are called
contractual savings institutions because the payments
individuals make to them are the result of a contract.
Pension funds invest contributions of workers and
firms in stocks, bonds, and mortgages to provide for
pension benefit payments during workers’ retirement.
Some pension funds are defined contribution plans in
which contributions from employees are invested, and
the employees own the funds in the plan but are not
guaranteed a particular dollar payout. Other pension
funds are defined benefit plans in which employees are
promised a dollar benefit payment based on the
employees’ earnings and years of service. In response to
difficulties in administering pension plans, Congress

passed the Employee Retirement Income Security Act
of 1974. The act insures pension benefits up to a dollar
limit in the event that a firm with a defined benefit
pension plan becomes bankrupt. Insurance companies
are financial intermediaries that specialize in writing
contracts to protect their policyholders from the risk of
financial loss associated with particular events. Life
insurance companies sell policies to protect households
against a loss of earnings from disability, retirement, or
death of the insured person. Property and casualty
companies sell policies to protect households and firms
from the risks of illness, theft, fire, accidents, and natu-
ral disasters. Insurance companies have developed a
number of techniques to reduce the costs of adverse
selection and moral hazard.

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

www.myeconlab.com


344 CHAPTER 11 • Investment Banks, Mutual Funds, Hedge Funds, and the Shadow Banking System

Review Questions

3.1 What is a contractual savings institution? In
what ways are contractual savings institutions
similar to commercial banks? In what ways are
they different?

3.2 What is a pension fund? What is the difference
between a defined contribution pension plan
and a defined benefit plan?

3.3 What is a 401(k) plan? What benefits do
employees receive from saving for retirement
using a 401(k) plan?

3.4 In what ways are insurance companies financial
intermediaries? What is the difference between a
life insurance company and a property and
casualty insurance company?

3.5 Briefly describe the techniques that insurance
companies have developed to reduce the risk of
offering insurance.

Problems and Applications

3.6 As an employee of a large firm, you are given
the choice between a defined benefit pension
plan and a defined contribution pension plan.
From your point of view, what are the advan-
tages and disadvantages of each type of plan?
From your employer’s point of view, what are
the advantages and disadvantages?

3.7 Why do pension funds have vesting periods? Do
vesting periods have any advantages to employ-
ees relative to a system where new hires are eligi-
ble to participate in a pension plan right away?

3.8 Suppose that insurance companies in Ohio are
reluctant to offer fire insurance to firms in low-
income neighborhoods because of the preva-
lence of arson fires in those neighborhoods.
Suppose that the Ohio state legislature passes a
law stating that insurance companies must offer
fire insurance to every business in the state and

may not take into account the prevalence of
arson fires when setting insurance premiums.
What will be the likely effect on the market for
fire insurance in Ohio?

3.9 Insurance companies never know the exact
amounts of their future payouts. So, why do
they hold large amounts of long-term, relatively
illiquid assets, such as corporate bonds or pri-
vate loan payments, that may be difficult to sell
quickly if they need to make payments to 
policyholders?

3.10 [Related to the Making the Connection on
page 334] In his book Bailout Nation, financial
blogger Barry Ritholtz had this to say about
AIG and credit default swaps (CDSs):

Set all of the complexity aside, and at its
heart a CDS is merely a bet as to whether a
company is going to default on its bonds.
According to AIGFP’s [the financial division
of AIG] computer models, the odds were
99.85 percent against ever having to make
payment on a CDS.

a. What is a CDS?

b. How is a CDS similar to insurance?

c. Why might AIG’s computer models have
given an incorrect forecast of the likelihood
of the firm having to make a payment on the
CDSs they were selling? What was different
about the housing market in the United
States during the early 2000s compared with
previous years, and how might that differ-
ence have been relevant to AIG?

d. Can a CDS be both a hedging or insurance
instrument and a speculative bet?

Source: Barry Ritholtz, Bailout Nation,
Hoboken, New Jersey: John Wiley & Sons, Inc.,
2009, p. 205.

Systemic Risk and the Shadow Banking System
Explain the connection between the shadow banking system and systemic risk.

11.4

SUMMARY
During the past 15 years, nonbank financial institu-
tions, such as investment banks, hedge funds, and

money market mutual funds, have become an increas-
ingly important means for channeling money from
lenders to borrowers. These nonbank financial
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institutions have been labeled the “shadow banking
system.” The shadow banking system is not subject to
many of the federal regulations that constrain the
behavior of commercial banks. Nonbanks, such as
investment banks and hedge funds, can be subject to
runs because investors who make short-term loans to
them are not covered by federal deposit insurance.
Shadow banks can also invest in more risky assets and
be more highly leveraged than commercial banks.
During the 2000s, shadow banks invested more heavily
in securities based on mortgages, which left them vul-
nerable to a downturn in housing prices. The fragility
of the financial system increased the level of systemic
risk, or risk to the whole financial system, rather than
to individual firms or individual investors, and may
have contributed to the severity of the financial crisis
of 2007–2009.

Review Questions

4.1 What is the shadow banking system? In what
ways does the shadow banking system differ
from the commercial banking system?

4.2 What is systemic risk?

4.3 What is a “run” on a financial firm? Why have
runs on commercial banks become rare, while
several shadow banking firms experienced runs
during the financial crisis?

4.4 Briefly explain why the shadow banking system
may be more fragile than the commercial bank-
ing system.

Problems and Applications

4.5 During the financial crisis, the U.S. Treasury
implemented the Guarantee Program for
Money Market Funds, which insured investors
against losses on their existing money market
mutual fund shares. In explaining the program,
a Treasury statement noted that: “Maintaining
confidence in the money market mutual fund
industry was critical to protecting the integrity
and stability of the global financial system.”
Why is the money market mutual fund industry
so important? If money market mutual funds
have problems, can’t savers just deposit their
money in banks?

Source: U.S. Department of the Treasury, “Treasury
Announces Expiration of Guarantee Program for
Money Market Funds,” September 18, 2009.

4.6 In an account of the financial crisis, Roger
Lowenstein described the problems affecting the
Merrill Lynch investment bank: “too much
leverage, too much relying on short-term [bor-
rowing], and assets, especially real estate, of
dubious value.” Why might too much leverage
be a problem for an investment bank? Why
might relying too much on short-term borrow-
ing be a problem?

Source: Roger Lowenstein, The End of Wall Street,
New York: Penguin Press, 2010, p. 172.

4.7 Gary Gorton, a professor at Yale University, has
compared repurchase agreements used by shad-
ow banks to bank deposits in commercial
banks. He notes that: “If the depositors become
concerned that their deposits are not safe, they
can withdraw from the bank by not renewing
their repo.”

a. In what sense is a repurchase agreement like
a bank deposit?

b. What would be the consequences for a shad-
ow bank if “depositors” failed to renew their
repos?

Source: Gary Gorton, “Banking Panics: Déjà Vu All
Over Again,” New York Times, October 5, 2009.

4.8 In March 2008, the U.S. Treasury and the
Federal Reserve arranged for the sale of the Bear
Stearns investment bank to JPMorgan Chase in
order to avoid Bear Stearns having to declare
bankruptcy. A columnist for the New York Times
noted that:

It was an old-fashioned bank run that forced
Bear Stearns to turn to the federal govern-
ment for salvation. . . . The difference is that
Bear Stearns is not a commercial bank, and is
therefore not eligible for the protections
those banks received 75 years ago when
Franklin D. Roosevelt halted bank runs with
government guarantees.

a. How can an investment bank be subject to a
run?

b. What “government guarantees” did commer-
cial banks receive 75 years ago?

c. How did these government guarantees halt
commercial bank runs?
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Source: Floyd Norris, “F.D.R.’s Safety Net Gets a Big
Stretch,” New York Times, March 15, 2008.

4.9 [Related to the Chapter Opener on page 314]
In 2009, Congress and the president set up the

Financial Crisis Inquiry Commission to investi-
gate the causes of the financial crisis. At a hear-
ing of the commission in 2010, Robert Rubin—
who had served in top management at
Goldman Sachs, had been secretary of the
Treasury in the Clinton administration, and
had served on the board of directors at
Citigroup during the crisis—testified that “all

of us in the [financial] industry failed to see the
potential for this serious crisis.” Why might the
financial crisis have been difficult to foresee,
even by people working in high-level positions
in the financial system? Were there changes in
the financial system that—at least with hind-
sight—might have indicated that by 2007 a
financial crisis had become more likely? Briefly
explain.

Source: Ezra Klein, “Wall Street Says Washington
Doesn’t Understand Finance. Well, Neither Does Wall
Street,” Washington Post, April 19, 2010.
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D11.1: The Investment Company Institute is a non-
profit, privately funded organization that ana-
lyzes the mutual fund industry in the United
States. Locate its most recent annual issue 
of its Investment Company Fact Book
(from http://www.icifactbook.org/). Of all 

U.S. corporate equity, what percentage is held
by mutual funds? Compare the difference
between retail and institutional cash flow to
money market funds. How do they differ?
Why do you think they differ?
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12.1 Explain what financial crises are and what
causes them (pages 348–355)

12.2 Understand the financial crisis that 
occurred during the Great Depression
(pages 356–360)

LEARNING OBJECTIVES
After studying this chapter, you should be able to:

12
Financial Crises and 
Financial Regulation

C H A P T E R

347

12.3 Understand what caused the financial crisis
of 2007–2009 (pages 361–363)

12.4 Discuss the connection between financial
crises and financial regulation (pages
363–373)

A CLOUDY CRYSTAL BALL ON THE FINANCIAL CRISIS

We now know that problems in the U.S. housing
market—particularly the widespread use of subprime
mortgages—ultimately led to the financial crisis of
2007–2009 and to the worst recession since the Great
Depression of the 1930s. But many policymakers,
business leaders, and economists failed to see the crisis
approaching. For instance, Federal Reserve Chairman
Ben Bernanke made this comment during a speech at
a banking conference in May 2007:

Given the fundamental factors in place that
should support the demand for housing, we

believe the effect of the troubles in the subprime
sector on the broader housing market will likely
be limited, and we do not expect significant
spillovers from the subprime market to the rest
of the economy or to the financial system. The
vast majority of mortgages, including even
subprime mortgages, continue to perform well.

As late as the fall of 2007, with employment
declining and the start of the recession only a few
months away, many economists were unsure that even
a mild recession was likely. The chief economist at

Key Issue and Question

At the end of Chapter 1, we noted that the financial crisis of 2007–2009 raised a series of important
questions about the financial system. In answering these questions, we will discuss essential aspects
of the financial system. Here are the key issue and key question for this chapter:

Issue: The financial crisis of 2007–2009 was the most severe since the Great Depression of the 1930s.

Question: Does the severity of the 2007–2009 financial crisis explain the severity of the recession
during those years?

Answered on page 373

Continued on next page
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In Chapter 11, we saw that the rise of the shadow banking system over the past 20 years
had significantly changed the way in which funds flow from lenders to borrowers. In
this chapter, we look at the origins and consequences of financial crises and then look
specifically at how problems in the shadow banking system contributed to the finan-
cial crisis of 2007–2009.

The Origins of Financial Crises
The key function of the financial system is to facilitate the flow of funds from lenders
to borrowers. A financial crisis is a significant disruption in this flow. Economic activ-
ity depends on the ability of households to borrow to finance purchases and the 
ability of firms to borrow to finance their day-to-day activities as well as their long-
term investments in new factories, machinery, and equipment. So, a financial crisis
typically leads to an economic recession as households and firms cut back their spend-
ing in the face of difficulty in borrowing money. From before the Civil War through
the 1930s, most of the financial crises in the United States involved the commercial
banking system. We begin our discussion of financial crises in the next section with
bank panics.

The Underlying Fragility of Commercial Banking
The basic commercial banking activity is accepting short-term deposits and using the
funds to make long-term loans and buy long-term securities. In other words, banks bor-
row short term from depositors and lend long term to households and firms. As a result,
banks have a maturity mismatch because the maturity of their liabilities—primarily

Financial crisis A signifi-
cant disruption in the flow
of funds from lenders to
borrowers.

Bank of America was quoted as saying, “The financial
turmoil and extended problems in housing put the
risks for the economy clearly to the downside, no
question. But there are also factors that suggest a
longer period of slower growth, but not recession.”
Similarly, an economist for Wachovia Bank argued,
“None of the numbers we’ve seen on the economy
point to recession. It points to moderate economic
growth.” And in November 2007, the chief economist
of the National Association of Manufacturers was
quoted as saying, “For the next year or so, the global
economy is strong.”

The forecasts of many business executives also
proved to be inaccurate. A Business Roundtable sur-
vey of 105 CEOs of large U.S. companies indicated
that they were actually more optimistic about the
U.S. economy at the end of 2007, with the recession
about to begin, than they had been earlier in the
year. Fifty percent more of the CEOs surveyed

expected to increase hiring during 2008 than expected
to decrease it.

The point is not that these people were particularly
poor forecasters. Recessions are generally difficult to
predict, and very few people anticipated the severity of
the 2007–2009 recession. Only those few people who
had lived through the 1930s had experienced a financial
crisis as severe as the one brought on by the collapse in
the market for subprime mortgages. (There were some
policymakers, economists, and CEOs who by 2007, or
even earlier, believed that the U.S. economy was headed
for recession. A few even predicted  a severe recession.)
As we discuss the financial crisis in this chapter, keep in
mind that policymakers, managers of financial firms,
investors, and households were struggling to deal with
unprecedented events.

Read AN INSIDE LOOK AT POLICY on page 374
for a discussion of the issues Congress grappled with
in 2010 during the debate over the Dodd-Frank Act.

Sources: Ben S. Bernanke, “The Subprime Mortgage Market,” speech at the Federal Reserve Bank of Chicago’s 43rd Annual Conference on
Bank Structure and Competition, Chicago, May 17, 2007, on the Web site of the Board of Governors of the Federal Reserve System,
www.federalreserve.gov/newsevents/speech/bernanke20070517a.htm; David Leonhardt and Jeremy W. Peters, “Unexpected Loss of Jobs
Raises Risk of Recession,” New York Times, September 8, 2007; Associated Press, “Growth Slows in Services, but a Recession Is Doubted,” New
York Times, October 4, 2007; Peter S. Goodman, “Companies Bolster Sales Abroad to Offset Weakness at Home,” New York Times, November
20, 2007; and Floyd Norris, “Pessimism Is Growing in Executive Suites,” New York Times, December 6, 2007.

12.1

Learning Objective
Explain what financial
crises are and what
causes them.

www.federalreserve.gov/newsevents/speech/bernanke20070517a.htm
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deposits—is much shorter than the maturity of their assets—primarily loans and secu-
rities. Banks are relatively illiquid because depositors can demand their money back at
any time, while banks may have difficulty selling the loans in which they have invested
depositors’ money. Banks, therefore, face liquidity risk because they can have difficulty
meeting their depositors’ demands to withdraw their money. If more depositors ask to
withdraw their money than a bank has money on hand, the bank has to borrow money,
usually from other banks. If banks are unable to borrow to meet deposit withdrawals,
then they have to sell assets to raise the funds. If a bank has made loans and bought
securities that have declined in value, then it may be insolvent, which means that the
value of its assets is less than the value of its liabilities, so its net worth, or capital, is neg-
ative. An insolvent bank may be unable to meets its obligations to pay off its depositors.

Bank Runs, Contagion, and Bank Panics
Liquidity risk is a particular problem for banks if the government does not provide
insurance for deposits and if there is no central bank. Between 1836 and 1914, the
United States had no central bank. Prior to 1933, the United States had no system of
government deposit insurance. In those years, if depositors suspected that a bank had
made bad loans or other investments, the depositors had a strong incentive to rush to
the bank to withdraw their money. Depositors knew that the bank would only have
enough cash and other liquid assets available to pay off a fraction of the bank’s depos-
itors. Once the bank’s liquid assets were exhausted, the bank would have to shut its
doors, at least temporarily, until it could raise additional funds. A bank that was forced
to raise cash by selling illiquid assets at sharply discounted prices might become insol-
vent and permanently close its doors. Depositors of a failed bank were likely to receive
only some of their money back and then usually only after a long delay. The process by
which simultaneous withdrawals by a bank’s depositors results in the bank closing is
called a bank run.

Notice that, as a depositor in a bank during this period, if you had any reason to
suspect that the bank was having problems, you had a very strong incentive to be one
of the first in line to withdraw your money. Even if you were convinced that your bank
was well managed and its loans and investments were in good shape, if you believed
the bank’s other depositors thought there was a problem, you still had an incentive to
withdraw your money before the other depositors arrived and forced the bank to close.
In other words, in the absence of deposit insurance, the stability of a bank depends on
the confidence of its depositors. In such a situation, if bad news—or even false rumors—
shakes that confidence, a bank will experience a run.

Moreover, without a system of government deposit insurance, bad news about one
bank can snowball and affect other banks in a process called contagion. Once one
bank has experienced a run, depositors of other banks may become concerned that
their banks might also have problems. These depositors have an incentive to withdraw
their money from their banks to avoid losing it should their banks be forced to close.
These other banks will be forced to sell loans and securities to raise money to pay off
depositors. A key point is that if multiple banks have to sell the same assets—for exam-
ple, mortgage-backed securities in the modern banking system—the prices of these
assets are likely to decline. As asset prices fall, the net worth of banks is undermined
and some banks may even be pushed to insolvency. If multiple banks experience runs,
the result is a bank panic, which may lead many, perhaps all, banks in the system to
close. A bank panic feeds on a self-fulfilling perception: If depositors believe that their
banks are in trouble, the banks are in trouble.

The underlying problem in contagion and bank panics is that banks build their
loan portfolios on the basis of private information about borrowers, which they

Insolvent The situation for
a bank or other firm whose
assets have less value than
its liabilities, so its net
worth is negative.

Bank run The process by
which depositors who have
lost confidence in a bank
simultaneously withdraw
enough funds to force the
bank to close.

Contagion The process by
which a run on one bank
spreads to other banks
resulting in a bank panic.

Bank panic The situation
in which many banks
simultaneously experience
runs.
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gather to determine which loans to make. Because this information is private, depos-
itors can’t review it to determine which banks are strong and which are weak. This
situation is similar to adverse selection in financial markets, in which lenders cannot
distinguish good from bad loan prospects. Because of the private information that
banks obtain when accumulating assets, depositors have little basis for assessing the
quality of their banks’ portfolios and distinguishing solvent from insolvent banks.
So, bad news about one bank can raise fears about the financial health of others,
resulting in a bank panic.

Government Intervention to Stop Bank Panics
Policymakers want to maintain the health of the banking industry because banks
reduce information costs in the financial system. The failure of financially healthy
banks due to liquidity problems hurts the ability of households and small- and
medium-sized firms to obtain loans, thereby reducing the efficiency with which savers
and borrowers are matched.

Governments have two main ways they can attempt to avoid bank panics: (1) A
central bank can act as a lender of last resort, and (2) the government can insure
deposits. In the United States, Congress reacted to bank panics by establishing the
Federal Reserve System in 1913. Policymakers and economists argued that the banking
industry needed a “banker’s bank,” or lender of last resort. By acting as a lender of last
resort, the Fed would be an ultimate source of credit to which banks could turn for
loans during a panic. The Fed would make loans to solvent banks, using the banks’
good, but illiquid, loans as collateral. Policymakers expected the Fed to make loans
only to solvent banks, allowing insolvent banks to fail.

As we will see, the Fed failed to stop the bank panics of the early 1930s, which led
Congress to create the Federal Deposit Insurance Corporation (FDIC) in 1934. By
reassuring depositors that they would receive their money back even if their bank
failed, deposit insurance effectively ended the era of bank panics in the United States.
Figure 12.1 illustrates the causes and consequences of bank panics and government
intervention.

Lender of last resort A
central bank that acts as
the ultimate source of cred-
it to the banking system,
making loans to solvent
banks against their good,
but illiquid, loans.

Figure 12.1

Bank Runs and the
Government Response
Bank runs can cause good
banks, as well as bad banks, to
fail. Bank failures are costly
because they reduce credit
availability to households and
firms.•

Bad News

Government Intervention

• The Fed acts as a lender of
   last resort
• Federal deposit insurance
  reassures depositors they
  will receive their funds.

Bank failure makes
it more difficult for
households and firms
to obtain loans. 

Bank Run

Depositors line up to demand
instant return of their funds.
The bank pays until money runs out.

Depositors question
the value of a bank’s
underlying assets.

Contagion

Depositors demand
funds from other
banks.Households Firms

Depositors

Households Firms

Borrowers

Federal Deposit
Insurance Corporation
(FDIC) A federal govern-
ment agency established by
Congress in 1934 to insure
deposits in commercial
banks.
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Solved Problem 12.1
Would Requiring Banks to Hold 100% Reserves Eliminate Bank Runs?

As we saw in Chapter 10, the Federal Reserve requires
banks to hold reserves equal to 10% of their holdings
of checkable deposits above a certain level. In the
1950s, Milton Friedman of the University of Chicago
and winner of the Nobel Prize in Economics pro-
posed that banks be required to hold 100% reserves.

In 2010, Laurence J. Kotlikoff of Boston University
advocated a similar plan. If required to hold 100%
reserves, banks would make loans and buy securities
with their capital rather than with deposits. Briefly
discuss how this proposal would affect the likelihood
of bank runs.

Source: Kotlikoff ’s account of 100% reserve banking is part of his general proposal for financial reform in Laurence J. Kotlikoff, Jimmy Stewart
Is Dead, Hoboken, NJ: John Wiley & Sons, 2010.

Solving the Problem
Step 1 Review the chapter material. This problem is about what causes bank runs,

so you may want to review the section “Bank Runs, Contagion, and Bank
Panics,” which begins on page 349.

Step 2 Answer the problem by discussing what causes bank runs and whether
requiring banks to hold 100% reserves would affect the likelihood of runs.
We have seen that bank runs are caused by depositors’ knowledge that banks
keep only a fraction of deposits on reserve and loan out or invest the remain-
der. In a system without a lender of last resort or government deposit insur-
ance, banks can quickly exhaust their reserves in a run, so that only the first
depositors in line will receive all their money back. If banks held 100%
reserves, rather than, say, 10%, depositors would no longer have to fear that
their money would not be available should they choose to withdraw it.
Depositors would also not be at risk of losing money if banks made poor
investments because the value of a bank’s loans and securities would no longer
be connected to the bank’s ability to refund depositors’ money.

We can conclude that whatever the other merits or drawbacks of a system
of 100% reserve banking, such a system would not be subject to runs.

For more practice, do related problem 1.10 on page 377 at the end of this chapter.

Bank Panics and Recessions
As Table 12.1 shows, the United States was plagued by bank panics from the early nine-
teenth century through 1933, when federal deposit insurance was enacted. The
National Bureau of Economic Research (NBER) provides the generally accepted dates
for recessions in the United States. From the 1854 recession, the earliest recession dated
by the NBER, until 1933, every bank panic was associated with a recession, apart from
the two panics that occurred in the early 1860s during the Civil War.

It isn’t a coincidence that bank panics and recessions occurred together. A bank
panic can lead to declines in production and employment, either causing a recession
or making an existing recession worse. Bank failures can directly affect the ability 
of households and firms to spend by wiping out some of the wealth they hold as
deposits. Shareholders of banks also suffer losses to their wealth when banks fail. In
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addition, households and firms that relied on failed banks for credit will no longer
have access to the loans they need to fund some of their spending. Typically, in a panic,
even banks that remain solvent will reduce their lending as they attempt to accumulate
reserves to meet deposit withdrawals. The result can be a credit crunch, as households
and firms that previously qualified for bank loans no longer do. Finally, by destroying
checking account deposits, bank failures can result in a decline in the money supply.

There can also be negative feedback between a bank panic and a recession. As we
have seen, if a recession triggers a panic, the panic can make the recession worse. But
as the recession worsens, with the profitability of firms declining and household
incomes falling, more borrowers are likely to default on their loans, and the prices of
securities held by banks are likely to fall, further undermining the confidence of
depositors and leading to increased withdrawals. The threat of increased withdrawals
and the decreasing number of creditworthy borrowers can lead banks to further cur-
tail their loans, thereby reducing the ability of households and firms to spend, which
deepens the recession.

While the United States has experienced financial crises primarily as bank panics,
other countries have experienced exchange rate crises, sometimes called currency crises,
and sovereign debt crises.

Exchange Rate Crises
We saw in Chapter 8 that exchange rates between currencies—for instance, the
exchange rate between the U.S. dollar and the euro or between the Japanese yen and
the Australian dollar—are determined by the interaction of demand and supply, as are
other prices. In some cases, though, countries have attempted to keep the value of their

Table 12.1 U.S. Bank Panics

Date of the Bank Panic Did the bank panic occur during a recession?

August 1857 Yes
December 1861 No
April 1864 No
September 1873 Yes
June 1884 Yes
November 1890 Yes
May 1893 Yes
October 1896 Yes
October 1907 Yes
October 1930 Yes
April 1931 Yes
September–October 1931 Yes
January–February 1933 Yes

Note: Recessions are dated according to the National Bureau of Economic Research’s (NBER’s) business
cycle reference dates, which begin in 1854. The bank panic of September 1873 occurred the month
before a recession began.

Sources: Carmen M. Reinhart and Kenneth S. Rogoff, This Time Is Different: Eight Centuries of
Financial Folly, Princeton, NJ: Princeton University Press, 2009, Table A.4.1; Michael Bordo, Barry
Eichengreen, Daniela Klingebiel, and Maria Soledad Martinez-Peria, “Is the Crisis Problem Growing
More Severe?” Economic Policy, Vol. 32, Spring 2001, pp. 52–82, Web appendix; Michael Bordo and
Joseph G. Haubrich, “Credit Crises, Money and Contractions: An Historical Review,” Journal of
Monetary Economics, Vol. 57, January 2010, pp. 1–18; and National Bureau of Economic Research.
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currency fixed by pegging it against another currency. For instance, during the 1990s, a
number of developing countries pegged the value of their currencies against the U.S.
dollar. Having a fixed exchange rate can provide important advantages for a country
that has extensive trade with another country. When the exchange rate is fixed, busi-
ness planning becomes much easier. For example, if the value of the South Korean won
increases relative to the U.S. dollar, Korean television manufacturers may have to raise
the dollar prices of televisions they export to the United States, thereby reducing sales.
If the exchange rate between the Korean won and the dollar is fixed, these manufactur-
ers will have an easier job of planning.

In addition, if firms in a country want to borrow directly from foreign investors or
indirectly from foreign banks, a fluctuating exchange rate will cause fluctuations in their
debt payments. For example, a Thai firm might borrow U.S. dollars from a Japanese
bank. If the Thai firm wants to build a new factory in Thailand with borrowed dollars,
it has to exchange the dollars for an equivalent amount of Thai currency, the baht. When
the factory opens and production begins, the Thai firm will be earning the additional
baht it needs to exchange for dollars to make the interest payments on the loan. A prob-
lem arises if the value of the baht falls against the dollar because the Thai firm will now
have to pay more baht to buy the dollars it needs. By pegging the value of the baht
against the dollar, the Thai government reduces the risks to Thai firms from foreign-
currency loans.

Pegging can run into problems, particularly if the pegged exchange rate ends up
substantially above the equilibrium rate that would prevail in the absence of the peg.
Figure 12.2 illustrates the problem that several East Asian countries faced in the late
1990s, as they attempted to peg exchange rates against the dollar above their equilibri-
um levels. In the absence of pegging, the equilibrium exchange rate between the
Korean won and the dollar would be E1, and the equilibrium quantity of won traded
per day would be Won1. Because the Korean government pegs the value at a level,
E2, that is above the equilibrium level, there is an excess supply of won equal to 
Won3 – Won2. With more people wanting to trade won for dollars at that exchange rate
than want to trade dollars for won, the Korean central bank, which would be respon-
sible for maintaining the peg, must use its previously accumulated reserve of dollars to
buy surplus won, or else the peg cannot be maintained.

Figure 12.2

An Exchange Rate Crisis
Resulted from the
Pegging of East Asian
Currencies
The government of South Korea
pegged the value of the won
against the dollar. The pegged
exchange rate, E2, was above the
equilibrium exchange rate, E1. To
maintain the peg, the Korean
central bank had to use dollars to
buy surplus won equal to Won3 -
Won2.•
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Eventually the central bank will exhaust its holding of dollars. To maintain the peg
as long as possible, Korea and other East Asian countries in similar situations took
steps to make their currencies more attractive. One key strategy was to raise domestic
interest rates. Higher interest rates were intended to attract foreign investors to buy
domestic bonds, thereby raising the demand for the domestic currency, and, potential-
ly, preserving the peg. Unfortunately, higher domestic interest rates also discouraged
domestic firms from engaging in real capital investment and domestic households
from borrowing to finance spending on houses and consumer durables. In the end, the
East Asian currency crises of the late 1990s resulted in recessions in these countries,
and the countries decided to abandon their currency pegs.

Sovereign Debt Crises
Sovereign debt refers to bonds issued by a government. A sovereign debt crisis occurs
when a country has difficulty making interest or principal payments on its bonds, or
when investors expect a country to have this difficulty in the future. If a sovereign debt
crisis leads to actual default, a government may for a period of time be unable to issue
bonds, which means that it will have to rely exclusively on tax revenues to pay for gov-
ernment spending. Even if the government avoids default, it will probably have to pay
much higher interest rates when it issues bonds. The resulting decreases in government
spending or increases in taxes can push the economy into recession.

Sovereign debt crises occur frequently and typically result from either of two cir-
cumstances: (1) chronic government budget deficits that eventually result in the inter-
est payments required on government bonds taking up an unsustainably large fraction
of government spending, or (2) a severe recession that increases government spending
and reduces tax revenues, resulting in soaring budget deficits. Following the 2007–2009
recession, several European governments, most notably that of Greece, were pushed to
the edge of debt crises, as investors began to doubt their ability to pay the interest on
their bonds. These countries imposed sharp spending cuts and higher taxes to close
their government budget deficits.

Making the Connection

Why Was the Severity of the 2007–2009 
Recession So Difficult to Predict?
We saw in the chapter opener that policymakers, economists, and corporate CEOs
were all surprised by the severity of the 2007–2009 recession in the United States. A key
reason for the surprise was that the United States had not experienced a financial panic
since the 1930s. Business cycle recessions can have a number of causes. The recession
of 2001 was caused by a decline in investment spending after many firms had over-
spent on information technology during the “dot-com boom” of the late 1990s. Spikes
in oil prices have also caused recessions. But recessions in the United States between
1933 and 2007, regardless of their cause, were not accompanied by bank panics. The
beginning of the Great Depression of the 1930s did see a series of bank panics. The
recession of 2007–2009 was also accompanied by a bank panic, but it was primarily in
the “shadow banking system” rather than in the commercial banking system. Both the
Great Depression and the recession of 2007–2009 were severe. Was their severity the
result of the accompanying bank panics? More generally, do recessions accompanied
by bank panics tend to be more severe than recessions that do not involve bank panics?

Carmen Reinhart of the University of Maryland and Kenneth Rogoff of Harvard
have gathered data on recessions and bank panics, or bank crises, in a number of
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countries in an attempt to answer this question. The table below shows the average
change in key economic variables during the period following a bank crisis for the
United States during the Great Depression and a variety of other countries in the post-
World War II era, including Japan, Norway, Korea, and Sweden. The table shows that
for these countries, on average, the recessions following bank crises were quite severe.
Unemployment rates increased by 7 percentage points—for example, from 5% to
12%—and continued increasing for nearly five years after a crisis had begun. Real GDP
per capita also declined sharply, and the average length of a recession following a bank
crisis has been nearly two years. Adjusted for inflation, stock prices dropped by more
than half, and housing prices dropped by more than one-third. Government debt
soared by 86%. The increased public debt was partly the result of increased govern-
ment spending, including spending to bail out failed financial institutions. But most of
the increased debt was the result of government budget deficits resulting from sharp
declines in tax revenues as incomes and profits fell as a result of the recession.

The table above does not include data for the United States during the 2007–2009
recession because that recession was still under way when Reinhart and Rogoff were
compiling their data. The table below shows some key indicators for the 2007–2009
U.S. recession compared with other U.S. recessions of the post-World War II period.

Consistent with Reinhart and Rogoff ’s findings that recessions following bank
panics tend to be unusually severe, the 2007–2009 recession was the worst in the
United States since the Great Depression of the 1930s. The recession lasted nearly
twice as long as the average of earlier postwar recessions, GDP declined by more than
twice the average, and the peak unemployment rate was about one-third higher than
the average.

Because most people did not see the financial crisis coming, they also failed to
anticipate the severity of the 2007–2009 recession.

Note: In the second table, the duration of recessions is based on NBER business cycle dates, the decline
in real GDP is measured as the simple percentage change from the quarter of the cyclical peak to the
quarter of the cyclical trough, and the peak unemployment rate is the highest unemployment rate in
any month following the cyclical peak.

Sources: The first table is adapted from data in Carmen M. Reinhart and Kenneth S. Rogoff, This Time
Is Different: Eight Centuries of Financial Folly, Princeton, NJ: Princeton University Press, 2009, Figures
14.1–14.5; and the second table uses data from the U.S. Bureau of Labor Statistics, the U.S. Bureau of
Economic Analysis, and the National Bureau of Economic Research.

Test your understanding by doing related problem 1.12 on page 377 at the end of
this chapter.

Duration
Decline in 
Real GDP

Peak
Unemployment Rate

Average for postwar recessions 10.4 months -1.7% 7.6%
Recession of 2007–2009 18 months -4.1% 10.1%

Economic Variable Average Change
Average Duration 
of Change

Number of
Countries

Unemployment rate + 7 percentage points 4.8 years 14
Real GDP per capita - 9.3% 1.9 years 14
Real stock prices -55.9% 3.4 years 22
Real house prices -35.5% 6 years 21
Real government debt +86% 3 years 13
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The Financial Crisis of the Great Depression
The two most significant financial crises in the past hundred years in the United States
were the ones that accompanied the Great Depression of the 1930s and the recession
of 2007–2009. In this section and the next section, we look more closely at these crises.

The Start of the Great Depression
Panel (a) of Figure 12.3 shows movements for the years from 1929 to 1939 in real GDP;
real investment spending by firms on factories, office buildings, and other physical
capital and by households on residential construction; and real consumption spending
by households on goods and services. The data are expressed as index numbers relative
to their values in 1929. Real GDP declined by 27% between 1929 and 1933, while real
consumption declined by 18% and real investment by an astonishing 81%. These
declines were by far the largest of the twentieth century. Panel (b) shows the unem-
ployment rate for the same years. The unemployment rate tripled from 1929 to 1930,
was above 20% in 1932 and 1933, and was still above 10% in 1939, a decade after the
Great Depression had begun.

Although many people think the Great Depression started with the famous stock
market crash of October 1929, the NBER dates the Depression as starting two months
earlier, in August 1929. Figure 12.4 shows movements in the S&P 500 Composite Stock
Price Index from 1920 to 1939. By 1928, the Federal Reserve had become concerned by
the rapid increases in stock prices shown in the figure. As the Federal Reserve increased
interest rates to reduce what it saw as a speculative bubble in stock prices, growth in the
U.S. economy slowed during early 1929, and the economy eventually entered a recession.

Figure 12.3 The Great Depression
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12.2

Learning Objective
Understand the
financial crisis that
occurred during the
Great Depression.

In panel (a), the data are expressed as index numbers relative to their values
in 1929. Real GDP declined by 27% between 1929 and 1933, while real con-
sumption declined by 18% and real investment fell by an astonishing 81%.
These declines were by far the largest of the twentieth century. Panel (b)
shows that the unemployment rate tripled from 1929 to 1930, was above
20% in 1932 and 1933, and was still above 10% in 1939, a decade after the
Great Depression had begun.

Sources: Panel (a): U.S. Bureau of Economic Analysis; panel (b): Economic
historians have compiled varying estimates of unemployment during the
1930s, years during which the federal government did not collect data on
unemployment. The estimates used in the panel are from David R. Weir,“A
Century of U.S. Unemployment, 1890–1990,” in Roger L. Ransom, Richard
Sutch, and Susan B. Carter (eds.), Research in Economic History, Vol. 14,
Westport, CT: JAI Press, 1992, Table D3, pp. 341–343.•
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Figure 12.4

The S&P 500,
1920–1939
The Federal Reserve raised
interest rates after it became
concerned by the rapid increases
in stock prices during 1928 and
1929. The decline in stock prices
from 1929 to 1932 was the
largest in U.S. history.

Source: Robert J. Shiller,
Irrational Exuberance,
Princeton, NJ: Princeton
University Press, 2005, as updated
at http://www.econ.yale.edu/
~shiller/data.htm.•
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Several factors helped to increase the severity of the downturn during the period
from the fall of 1929 to the fall of 1930. Between September 1929 and September 1930,
stock prices plunged by more than 40%, thereby reducing household wealth, making
it more difficult for firms to raise funds by issuing stock, and increasing the uncertainty
of households and firms about their future incomes. This increase in uncertainty may
account for the sharp fall in household spending on consumer durables, such as auto-
mobiles, and firm spending on factories, office buildings, and other physical capital. In
addition, Congress passed the Smoot-Hawley Tariff Act in June 1930, which led to
retaliatory increases in foreign tariffs, thereby reducing U.S. exports. Some economists
also believe that the downturn was made worse by a decline in spending on new houses.
This decline resulted from a slowdown in population growth caused in part by legisla-
tion Congress passed in the early 1920s restricting immigration.

The Bank Panics of the Early 1930s
If the downturn that began in August 1929 had ended in the fall of 1930, it would still
have been one of the most severe on record. Far from ending, though, the downturn
continued until March 1933. A slow recovery then took place until another recession
began in May 1937, which lasted until June 1938. As a result, in 1939, a decade after the
beginning of the Depression, many firms were still producing well below their capacity,
and the unemployment rate remained high. The U.S. economy did not return to nor-
mal conditions until after the end of World War II in 1945.

Many economists believe that the series of bank panics that began in the fall of 1930
greatly contributed to the length and severity of the Depression. The bank panics came
in several waves: the fall of 1930, the spring of 1931, the fall of 1931, and the spring of
1933. The large number of small, poorly diversified banks—particularly those that held
agricultural loans as commodity prices fell—helped fuel the crises. A bank suspension
occurs when a bank is closed to the public either temporarily or permanently. Figure 12.5
shows the number of bank suspensions for the years from 1920 to 1939. The panic of
1933 was the most severe, with several states declaring “bank holidays” in which all
banks in the state were closed. Finally, shortly after taking office in March 1933,
President Franklin Roosevelt declared a national bank holiday, and nearly every bank in
the country closed. Of the 24,500 commercial banks operating in the United States in
June 1929, only 15,400 were still operating in June 1934. The figure shows that with the
establishment of the FDIC in 1934, bank suspensions fell to low levels.

http://www.econ.yale.edu/~shiller/data.htm
http://www.econ.yale.edu/~shiller/data.htm
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Figure 12.5

Bank Suspensions,
1920–1939
Bank suspensions, during which
banks are closed to the public
either temporarily or permanent-
ly, soared during the bank panics
of the early 1930s before falling
to low levels following the estab-
lishment of the FDIC in 1934.

Source: Board of Governors of the
Federal Reserve System, Banking
and Monetary Statistics of the
United States, 1914–1941,
Washington, D.C.: USGPO,
November 1943.•
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We have already discussed the ways in which bank panics can deepen a recession. In
addition, during the Depression, the bank panics fed a debt-deflation process first
described at the time by Irving Fisher of Yale University. Fisher argued that as banks were
forced to sell assets, the prices of those assets would decline, causing other banks and
investors holding the assets to suffer declines in net worth, leading to additional bank
failures and to investors going bankrupt. These failures and bankruptcies would lead to
further asset sales and further declines in asset prices. In addition, as the economic down-
turn worsened, the price level would fall—as it did in the early 1930s—with two nega-
tive effects: Real interest rates would rise, and the real value of debts would increase. The
consumer price index declined by about 25% between 1929 and 1933, which means that
fixed payments on loans and bonds had to be made with dollars of greater purchasing
power, increasing the burden on borrowers and raising the likelihood of defaults. This
process of falling asset prices, falling prices of goods and services, and increasing bank-
ruptcies and defaults can increase the severity of an economic downturn.

The Failure of Federal Reserve Policy During the Great Depression
Some bank failures during the early 1930s resulted from the severity of the Depression
as banks suffered losses on their loans and security investments, became insolvent, and
failed along with many other firms during those years. But some failures resulted from
the instability of the system as banks that were illiquid but not insolvent suffered runs
and were forced to close their doors. Ironically, the Federal Reserve, which Congress
established in 1913 to end bank panics, presided over the worst panics in U.S. history.

Why did the Fed not intervene to stabilize the banking system? Economists have
pointed to four possible explanations:

1. No one was in charge. Today, the chairman of the Federal Reserve is clearly in charge.
He is chairman of both the Board of Governors and the Federal Open Market
Committee, which determines the Fed’s most important policies. The current struc-
ture of the Federal Reserve System was not put in place until 1935, however, and in
the early 1930s, power within the Federal Reserve System was much more divided.
The secretary of the Treasury and the comptroller of the currency, both of whom
report directly to the president of the United States, served on the Federal Reserve
Board, which was the predecessor to the Board of Governors. The secretary of
the Treasury served as the Board’s chairman. So, the Fed had less independence from

Debt-deflation process
The process first identified
by Irving Fisher in which a
cycle of falling asset prices
and falling prices of goods
and services can increase
the severity of an economic
downturn.
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the executive branch of the government than it does today. In addition, the heads of
the 12 Federal Reserve District Banks operated much more independently than they
do today, with the head of the Federal Reserve Bank of New York having nearly as
much influence within the system as the head of the Federal Reserve Board. At the
time of the bank panics, George Harrison, the head of Federal Reserve Bank of New
York, served as chairman of the Open Market Policy Conference, the predecessor of
the current Federal Open Market Committee. Harrison frequently acted independ-
ently of Roy Young and Eugene Meyer, who served as heads of the Federal Reserve
Board during those years. Important decisions required forming a consensus among
these different groups. During the early 1930s, a consensus proved hard to come by,
and taking decisive policy actions was difficult.

2. The Fed was reluctant to rescue insolvent banks. The Federal Reserve was established
to serve as a lender of last resort to solvent banks that were experiencing temporary
liquidity problems because of bank runs. Many of the banks that failed during the
bank panics of the early 1930s were insolvent if their assets were valued at market
prices, and many Fed officials believed that taking actions to save them might
encourage risky behavior by bank managers. In other words, the Fed was afraid of
the problem that economists now call moral hazard.

3. The Fed failed to understand the difference between nominal and real interest rates. The
Fed closely monitored nominal interest rates, particularly rates on short-term loans,
which fell to very low levels during the early 1930s. Many Fed officials believed that
these low interest rates indicated that there was no shortage of available loans to bor-
rowers. Economists, though, believe that the real interest rate is a better indicator than
the nominal interest rate of conditions in the loan market. During the early 1930s, the
U.S. economy experienced deflation, with the price level falling at an annual average
rate of 6.6% between 1930 and 1933. So, measured in real terms, interest rates were
much higher in the early 1930s than policymakers at the Fed believed them to be.

4. The Fed wanted to “purge speculative excess.” Many members of the Fed believed
that the Depression was the result of financial speculation during the late 1920s,
particularly the bubble in stock prices that occurred in 1928 and 1929. They
argued that only after the results of the excesses had been “purged” would a last-
ing recovery be possible. Some economists believe that the Fed followed the “liq-
uidationist” policy said to be promoted by Secretary of the Treasury Andrew
Mellon, which held that allowing the price level to fall and weak banks and weak
firms to fail was necessary before a recovery could begin.

Making the Connection

Did the Failure of the Bank of United States 
Cause the Great Depression?
In the early 1960s, Milton Friedman of the University of Chicago and Anna Schwartz
of the National Bureau of Economic Research published an influential discussion of
the importance of bank panics in their book A Monetary History of the United States,
1867–1960. In that book and later writings, Friedman and Schwartz singled out the
failure in December 1930 of the Bank of United States, a large private bank located in
New York City, as being particularly important:

[The bank’s] failure on Dec. 11, 1930, marked a basic change in character of the
contraction that had started in August 1929, from a severe recession, with no sign
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of any financial crisis, to a catastrophe that reached its climax in the banking hol-
iday of March 1933, when all banks were closed for a week. . . .

The Bank of United States ran into trouble in part because an unusually high
percentage of its loans were in real estate, which by the fall of 1930 was suffering
from falling prices and mortgage defaults. In addition, its owners had been using
the bank’s funds to support the price of the bank’s stock, an illegal activity for which
two of the owners later went to jail. In the weeks leading up to the bank’s closure,
the Federal Reserve Bank of New York attempted to arrange for the bank to merge
with two other New York City banks. When plans for the merger fell through, the
bank was closed, becoming the largest bank to have failed in the United States up to
that time.

The failure of the Bank of United States caused much discussion at the time, and
economists have continued to debate this episode down to the present. The bank
appears to have been insolvent at the time it closed, which is the likely explanation for
the failure of the plan to save it by merging it with other banks. There is some evidence,
though, that George Harrison, who headed the Federal Reserve Bank of New York, did
not support the merger plan, which may have played a role in its rejection by the other
banks. Economists continue to disagree as to whether the Federal Reserve should have
moved more forcefully to keep the bank from closing.

Many economists are skeptical of Friedman and Schwartz’s emphasis on the
importance of the bank’s failure. After the bank failed, other New York City banks did
not suffer severe liquidity problems, and none failed. Several months passed before the
next bank panic, and many of the banks involved in that panic were smaller banks out-
side New York City. In addition, whether that panic had any connection to the failure
of the Bank of United States is unclear. Following the failure of the Bank of United
States, interest rates on low-rated corporate bonds did begin to rise relative to interest
rates on high-rated corporate bonds, but, once again, it is unclear whether this was the
result of the bank’s failure.

The details of the failure of the Bank of United States are less important than the
later impact of this episode on policymakers. Particularly after publication of
Friedman and Schwartz’s book, many economists, both inside and outside the Fed,
came to believe that allowing the bank to fail had been a significant policy mistake.
Some economists even argue that this episode was important in leading the Fed to
develop the “too-big-to-fail” doctrine, which holds that no large financial institution
can be allowed to fail because its failure may destabilize the financial system. This
doctrine was subject to intensive debate during the 2007–2009 financial crisis and its
aftermath.

Although the Bank of United States failed more than 80 years ago, the conse-
quences of its failure continue to influence current policy.

Sources: Milton Friedman and Anna Schwartz, A Monetary History of the United States, 1867–1960,
Princeton, NJ: Princeton University Press, 1963, pp. 308–313; Friedman quote from Milton Friedman,
“Anti-Semitism and the Great Depression,” Newsweek, Vol. 84, November 16, 1974, p. 90; Alan H.
Meltzer, A History of the Federal Reserve: Volume 1: 1913–1951, Chicago: University of Chicago Press,
2003, pp. 323–326; Elmus Wicker, The Banking Panics of the Great Depression, Cambridge, UK:
Cambridge University Press, 1996; and Arthur J. Rolnick, “Interview with Ben S. Bernanke,” Federal
Reserve Bank of Minneapolis, The Region, June 2004.

Test your understanding by doing related problem 2.10 on page 379 at the end of
this chapter.
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The Financial Crisis of 2007–2009
Several factors contributed to causing the recession of 2007–2009 and to increasing its
severity, including an increase in oil prices from $34 per barrel in 2004 to $147 per
barrel in 2008. The most important cause, though, was clearly the bursting of the hous-
ing market bubble.

The Housing Bubble Bursts
New home sales rose by 60% between January 2000 and July 2005, by which time many
economists believed that a bubble had formed in the housing market. Recall from
Chapter 7, that in a bubble, the price of an asset is greater than its fundamental value.
We have seen that the fundamental value of a share of stock equals the present value
of the dividends investors expect to receive from owning the stock. Similarly, the fun-
damental value of a house equals the present value of the housing services the home-
owner expects to receive. We would anticipate, then, that housing prices and rents
would increase at roughly the same rate.1 Accordingly, if prices of single-family homes
rise significantly relative to rental rates for single-family homes, the likelihood that the
housing market is experiencing a bubble is increased. Between January 2000 and May
2006, house prices more than doubled, while rents increased by less than 25%, provid-
ing evidence of a bubble.

As prices of new and existing homes began to decline during 2006, some home-
buyers had trouble making the payments on their mortgage loans. When lenders fore-
closed on some of these loans, the lenders sold the homes, causing housing prices to
decline further. Mortgage lenders that had concentrated on making subprime loans
suffered heavy losses, and some went out of business. Most banks and other lenders
tightened their requirements for borrowers. This credit crunch made it more difficult
for potential homebuyers to obtain mortgages, which further depressed the housing
market. The decline in the housing market not only resulted in lower spending on res-
idential construction but also affected markets for furniture, appliances, and home
improvements, as homeowners found it more difficult to borrow against the declining
value of their homes.

Bank Runs at Bear Stearns and Lehman Brothers
By early 2007, it had become clear that investors, including banks and other financial
firms, that owned mortgage-backed securities made up of subprime mortgages were
likely to suffer heavy losses. Many economists and policymakers, though, agreed with
the opinion of Fed Chairman Ben Bernanke quoted in the chapter opener that rising
defaults on subprime mortgages would not cause problems for the wider economy.
The first strong indication that a financial crisis might be approaching came in August
2007, when the French bank BNP Paribas announced that it would not allow investors
in three of its investment funds to redeem their shares. The funds had held large
amounts of mortgage-backed securities and because trading in these securities had
dried up, it had become difficult to determine the securities’ market prices and, there-
fore, the value of shares in the funds.

12.3

Learning Objective
Understand what
caused the financial
crisis of 2007–2009.

1It is possible that housing prices might rise while current rents remain unchanged if homebuyers are
anticipating an increase in future rents. But there was not much indication during 2000–2005 that home-
buyers or economists were expecting sharp increases in rents in the future.
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In the fall of 2007 and the spring of 2008, credit conditions worsened. Many lenders
became reluctant to lend to financial firms for more than very short terms and often
insisted on government bonds as collateral. As we saw in Chapter 11, some investment
banks had funded long-term investments with short-term borrowing from banks and
other financial firms. These investment banks were in a situation similar to that of com-
mercial banks before the establishment of federal deposit insurance. In particular, the
investment banks were subject to runs if lenders declined to renew the banks’ short-
term loans. This is exactly what happened to Bear Stearns in March 2008. Lenders
became concerned that Bear’s investments in mortgage-backed securities had declined
in value to the extent that the investment bank was insolvent. With aid from the Federal
Reserve, Bear was saved from bankruptcy only by being acquired by the bank JPMorgan
Chase at a price of $10 per share; one year earlier, Bear’s shares had sold for $170.

By August 2008, the crisis was deepening, as nearly 25% of subprime mortgages
were at least 30 days past due. On September 15, Lehman Brothers investment bank
filed for bankruptcy protection after the Treasury and Federal Reserve declined to
commit the funds necessary to entice a private buyer to purchase the firm. At the same
time, the Merrill Lynch investment bank agreed to sell itself to Bank of America. The
failure of Lehman Brothers marked a turning point in the crisis. As mentioned in
Chapter 11, on September 16, Reserve Primary Fund, a large money market mutual
fund, announced that because it had suffered heavy losses on its holdings of Lehman
Brothers commercial paper, it would “break the buck” by allowing the value of shares
in the fund to fall to $0.97. This announcement led to a run on money market mutual
funds as investors cashed in their shares. Many parts of the financial system became
frozen as trading in securitized loans largely stopped, and large firms as well as small
ones had difficulty arranging for even short-term loans.

The Federal Government’s Extraordinary Response 
to the Financial Crisis
Prior to the financial crisis, the federal government’s policymaking and regulatory
structure had been focused on the commercial banking system and the stock mar-
ket. This left the government poorly equipped to deal with a crisis centered on the
shadow banking system of investment banks, money market mutual funds, insur-
ance companies, and hedge funds. In addition, as we have seen, most policymakers
did not realize until well into 2007 that the subprime crisis might evolve into a full-
blown financial crisis.

Nevertheless, the Federal Reserve, the Treasury, Congress, and President
George W. Bush responded vigorously once the crisis had begun. On September
18, 2007, the Fed began aggressively driving down short-term interest rates by cut-
ting its target for the federal funds rate, the interest rate that commercial banks
charge each other for short-term loans. By December 2008, the federal funds rate
was close to zero, its lowest rate in history. In September 2008, the federal govern-
ment effectively nationalized Fannie Mae and Freddie Mac, the government spon-
sored enterprises responsible for securitizing a majority of mortgage loans, by having
the Treasury pledge to provide up to $100 billion to each firm in exchange for 80%
ownership of the firms. The Treasury gave management control of the firms to the
Federal Finance Housing Agency. That same month, the Treasury moved to stop
the runs on money market mutual funds by announcing a $50 billion plan to
insure shares in these funds. In October, the Fed announced that for the first time
since the Great Depression, it would lend directly to corporations through the
Commercial Paper Funding Facility by purchasing three-month commercial paper
issued by nonfinancial corporations.
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In September 2008, the Federal Reserve and the Treasury also unveiled a plan for
Congress to authorize $700 billion to be used to purchase mortgages and mortgage-
backed securities from financial firms and other investors. The objective of the
Troubled Asset Relief Program (TARP), which Congress passed in early October 2008,
was to restore a market in these securities to provide relief to financial institutions who
had trillions of dollars of these assets on their balance sheets. Ultimately, devising a
program for purchasing mortgages and mortgage-backed securities proved difficult,
and most of the TARP funds were used to make direct preferred stock purchases in
banks to increase their capital.

These policy initiatives represented one of the most extensive government inter-
ventions in the financial system in U.S. history. Whether these initiatives may have
unintended negative consequences in the long run remains to be seen. But most econ-
omists and policymakers believe that they served the purpose of stabilizing the finan-
cial system during the fall of 2008 and the spring of 2009. Also helping to stabilize the
system was a stress test administered by the Treasury to 19 large financial firms during
early 2009. The test was intended to gauge how well these firms would fare if the reces-
sion deepened. Many investors were reassured when the tests indicated that the firms
would need to raise less than $100 billion in new capital to have the resources to deal
with a severe economic downturn.

After the crisis had passed, Congress turned to the task of examining whether reg-
ulations governing the financial system needed to be overhauled. In July 2010,
Congress passed, and President Barack Obama signed, the Wall Street Reform and
Consumer Protection Act, which we will discuss in the next section.

Financial Crises and Financial Regulation
The federal government’s response to the 2007–2009 financial crisis highlights that
new government financial regulations typically occur in response to a crisis. As we look
at different types of regulations that the government has enacted over the years, we will
see that there is a regular pattern: (1) crisis, (2) regulation, (3) response to new regu-
lations by financial firms, and (4) response by regulators.

The first stage in the regulatory pattern is a crisis in the financial system. For
example, if savers lose confidence in banks’ ability to use their funds wisely, a bank
run can result as savers try to withdraw their funds. When savers lose confidence in
them, banks are unable to fulfill their role as intermediaries for many borrowers.

The second stage occurs when government steps in to end the crisis through
regulation. The government generally intervenes when it perceives instability in finan-
cial institutions and when political pressures make intervention advisable. For example,
government regulation in the United States and other countries has responded to 
bank panics by attempting to maintain banks’ profitability and by enacting deposit
insurance.

The third stage is response by the financial system. A major new regulation—
deposit insurance, for example—leads to changes and innovation in the activities of
financial institutions. For example, banks may take on more risk once deposit insur-
ance reduces the extent to which depositors monitor bank investments. As with man-
ufacturing companies or other nonfinancial businesses, innovation (the development
of new products or lines of business to serve consumers) gives one company an edge
over its competitors. The motivation for financial innovation is the same as in other
businesses: profit.

The fourth stage is regulatory response. Regulators observe the impact of regulation
on changes in the way that financial institutions do business. In particular, when financial

12.4

Learning Objective
Discuss the connection
between financial crises
and financial
regulation.



364 CHAPTER 12 • Financial Crises and Financial Regulation

innovations circumvent regulatory restrictions, regulators must adapt their policies or
seek new authority as a regulatory response.

Lender of Last Resort
We have already seen that Congress created the Federal Reserve System as the lender
of last resort to provide liquidity to banks during bank panics. We have also seen,
though, that the Fed failed its first crucial test when it stood by while the banking
system collapsed in the early 1930s. Congress responded to this failure by establish-
ing the FDIC and by reorganizing the Fed to make the Federal Open Market
Committee (FOMC) the Fed’s main policy body. The chairman of the Board of
Governors, rather than the president of the Federal Reserve Bank of New York, was
made the chairman of the FOMC. This last change helped to centralize decision
making at the Fed by ensuring that the Board of Governors, based in Washington,
DC, rather than the 12 Federal Reserve District Bank presidents, would be the dom-
inant force in the system.

Success in the Postwar Years and the Development of the “Too-Big-to-Fail” Policy
Despite its shaky start as a lender of last resort during the Great Depression, the Fed
has performed this role well during most of the post-World War II period. For exam-
ple, when the Penn Central Railroad, once one of the largest corporations in the
United States, filed for bankruptcy in 1970, it defaulted on $200 million of commer-
cial paper. Investors started to doubt the quality of commercial paper issued by other
large corporations and became cautious about supplying funds to that market. The
Fed helped to avoid a crisis by providing commercial banks with loans that allowed
the banks to lend to firms that would ordinarily have borrowed in the commercial
paper market.

In a similar episode in 1974, the Franklin National Bank began to experience a run
by depositors who held negotiable certificates of deposit (CDs). Because these CDs
were worth more than $40,000, they were beyond what was then the limit for federal
deposit insurance, and investors feared that they would suffer heavy losses if the bank
failed. Other banks feared that they would also be subject to runs by depositors hold-
ing negotiable CDs. Because negotiable CDs were a significant source of funds to
banks, banks would have had to cut back on their own loans, reducing the credit avail-
able to households and firms. The Fed avoided this result by making short-term loans
of more than $1.5 billion to Franklin National until the Fed was able to find another
bank willing to merge with Franklin National. The Fed’s prompt action avoided what
could have been a significant blow to the financial system.

The stock market crash of October 19, 1987, raised fears of a repetition of the
events that followed the 1929 crash. In particular, many securities firms had been
badly hurt by the fall in stock prices. The failure of those firms would have disrupt-
ed trading on the New York Stock Exchange. Before the stock market opened for
trading the following day, Federal Reserve Chairman Alan Greenspan announced to
the news media the Fed’s readiness to provide liquidity to support the economic and
financial systems. At the same time, the Fed, acting as lender of last resort, encour-
aged banks to lend to securities firms and extended loans to banks. These actions
reassured both banks and investors and preserved the smooth functioning of finan-
cial markets.

In these and other similar actions, the Fed had successfully used its role as lender
of last resort to stabilize the financial system, thereby avoiding the errors of the 1930s
when the Fed’s unwillingness to save insolvent banks led it to stand by while the finan-
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cial system collapsed. But was it possible that the Fed was starting to err in the oppo-
site direction? In principle, central banks should provide short-term loans to banks
that are illiquid but not insolvent. By lending to banks that are insolvent, the central
bank runs the risk that bank managers will take on too much risk, knowing that if their
investments fail and they become insolvent, the central bank will save them. In other
words, by lending to insolvent banks, the Fed increases the level of moral hazard in the
system. It became clear by the early 1980s that the largest banks were considered 
“too big to fail” by the Fed and the FDIC. In 1984, the comptroller of the currency,
who regulates national banks, provided Congress with a list of banks that were consid-
ered too big to fail. A failure by any of these banks was thought to pose systemic risk to
the financial system.

Because the Fed and the FDIC would not allow these large banks to fail, deposi-
tors in them effectively had unlimited deposit insurance. This meant that large depos-
itors, including holders of negotiable CDs, would not lose any money if these banks
failed, even though their deposits were above the federal deposit limit of $100,000. So,
these depositors had much less incentive to monitor the behavior of bank managers
and to withdraw their deposits or demand higher interest rates if the managers made
reckless investments.

Moreover, the too-big-to-fail policy was criticized for being unfair because it
treated small and large banks differently. When the FDIC closed the African-
American-owned Harlem’s Freedom National Bank in 1990, its large depositors—
including such charitable organizations as the United Negro College Fund and the
Urban League—received only about 50 cents per dollar of uninsured deposits. Only a few
months later, in January 1991, the much larger Bank of New England failed as a result
of a collapse of its real estate portfolio. Its large depositors were fully protected by the
FDIC, costing taxpayers about $2.3 billion.

Concern with the unfairness and increased moral hazard resulting from the too-
big-to-fail policy was one reason that Congress passed the Federal Deposit Insurance
Corporation Improvement Act of 1991 (FDICIA). The act required the FDIC to deal
with failed banks using the method that would be least costly to the taxpayer, which
typically means closing the bank, reimbursing the bank’s insured depositors, and using
whatever funds can be raised from selling the bank’s assets to reimburse uninsured
depositors. Because the value of a failed bank’s assets is almost always less than the
value of its liabilities, uninsured depositors suffer losses. The act did contain an excep-
tion, however, for cases in which a bank’s failure would cause “serious adverse effects
on economic conditions or financial stability.” To invoke this exception, two-thirds of
the directors of the FDIC, two-thirds of the members of the Fed’s Board of Governors,
and the secretary of the Treasury would have to approve. During the financial crisis of
2007–2009, this exception proved to be important.

The Financial Crisis and a Broader Fed Role as Lender of Last Resort Because
investment banks, rather than commercial banks, were most directly affected at the
beginning of the financial crisis, policymakers faced unexpected challenges. Unlike 
commercial banks, investment banks were not eligible to borrow directly from the Fed.
While deposits in commercial banks are covered by insurance through the FDIC, loans
to investment banks are not. We have already seen that the Fed dealt with these prob-
lems by lending to large investment banks and by buying commercial paper to ensure
that corporations would be able to meet their short-term credit needs. In addition, the
Treasury provided temporary insurance to investors owning money market mutual
fund shares.

Too-big-to-fail policy A
policy under which the fed-
eral government does not
allow large financial firms
to fail for fear of damaging
the financial system.
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Perhaps the most controversial of the Fed’s actions was the decision in March 2008
to participate with the Treasury to keep Bear Stearns from failing by arranging for the
investment bank to be purchased by JPMorgan Chase. As part of the arrangement, the
Fed agreed to cover up to $29 billion in losses that JPMorgan Chase might suffer on
Bear’s holdings of mortgage-backed securities. Some economists and policymakers
criticized this action, saying that it increased moral hazard in the financial system. This
criticism may have played a role in the Fed’s decision not to attempt to save Lehman
Brothers from bankruptcy in September 2008. A few days later, though, the Fed made
a large loan to the American International Group (AIG) insurance company in
exchange for 80% ownership of the firm, which effectively nationalized the company.
In fact, with the exception of Lehman Brothers, the Fed, FDIC, and Treasury combined
to take actions that resulted in no large financial firms failing with losses to investors.
The too-big-to-fail policy appeared to be back.

The 2010 Financial Overhaul: The End of the Too-Big-to-Fail Policy? Although
the actions of the Fed, FDIC, and Treasury received praise from some economists and
policymakers for helping restore stability to the financial system, many members of
Congress criticized what was called the “Wall Street bailout” that they believed resulted
from TARP and the actions taken to keep large financial firms from failing.
Accordingly, the Wall Street Reform and Consumer Protection Act (known as the
Dodd-Frank Act) passed in July 2010 contained provisions intended to end the too-
big-to-fail policy. The act allows the Fed, FDIC, and Treasury to seize and “wind down”
large financial firms, which means that the firms’ assets are to be sold off in a way that
will not destabilize financial markets. Previously, only the FDIC had this power, and it
could only use it to close commercial banks. The intent was to give policymakers a
third option besides allowing a large firm to go bankrupt or taking action to save it.
Sheila Bair, chair of the FDIC, predicted that the act would lead investors to shift funds
toward smaller firms, where the information costs of determining the riskiness of
investments would be lower. Larger firms would have to provide investors with higher
expected returns to compensate them for the ending of the too-big-to-fail policy.
Whether the act has actually put an end to the too-big-to-fail policy remains to be
seen, as the new law left important details for regulators to implement.

Figure 12.6 summarizes the Fed’s role of lender of last resort in the context of
financial crisis, regulation, financial system response, and regulatory response.

1. Crisis occurs

Waves of bank failures in the
early 1930s worsen the Great
Depression.

2. Regulation enacted

Congress establishes deposit
insurance and reorganizes the
Federal Reserve.

3. Financial system responds

The Fed’s more active lender-
of-last-resort activity contributes
to financial firms taking on more
risks culminating in the 2007–2009
financial crisis.

4. Regulators respond

Dodd-Frank Act restricts Fed’s
too-big-to-fail policy.

Figure 12.6

Lender of Last Resort:
Crisis, Regulation,
Financial System
Response, and
Regulatory Response
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Making the Connection

Was Long-Term Capital Management the Pebble 
That Caused the Landslide?
With hindsight, it seems clear that many financial firms made risky investments in the
mid-2000s for which they were not well compensated by the returns they received. The
most notable example was investments in mortgage-backed securities on which
commercial banks, investment banks, and other financial firms received interest rates
that were only modestly higher than the firms could have received on securities with
much less risk. Why did these firms make these risky investments? In part, they may have
underestimated the risk involved with mortgage-backed securities because the United
States had not experienced a significant nationwide decline in housing prices since the
Great Depression. Some economists and policymakers have argued, though, that finan-
cial firms were willing to make risky investments because they expected the Federal
Reserve to save them from bankruptcy if the investments turned out badly.

Why might these firms have had such confidence in the Fed? Some economists
point to the consequences of a particular episode: In 1998, the Fed intervened in the
failure of the hedge fund Long-Term Capital Management (LTCM). LTCM included
Nobel Prize-winning economists Robert Merton and Myron Scholes as partners and
relied on making highly leveraged investments that would return a profit if interest
rates on higher-risk debt fell relative to interest rates on lower-risk debt. Unfortunately
for LTCM, in the spring of 1998, the Russian government announced that it would no
longer make payments on some of its bonds, causing the spread between high-risk and
low-risk debt to widen. Although LTCM had used only $4 billion in equity to make its
investments, through borrowing and using derivative contracts, the total value of its
holdings was more than $1.1 trillion. The Fed was concerned that if LTCM declared
bankruptcy and defaulted on its loans and derivative contracts, many other financial
firms would be affected, and the stability of the financial system would be undermined.
With the support of Alan Greenspan, William McDonough, president of the Federal
Reserve Bank of New York, held a meeting between management of LTCM and 16
financial firms that agreed to invest in LTCM to stabilize the firm so that its positions
could be “unwound,” or slowly sold off without destabilizing financial markets.

The Fed’s actions succeeded in avoiding a financial crisis, but some critics have
argued that the Fed’s intervention had negative consequences in the long run because
it allowed the owners of LTCM and the firm’s counterparties to avoid the full conse-
quences of LTCM’s risky investments. These critics have argued that the Fed’s interven-
tion gave other firms—particularly highly leveraged investment banks and hedge
funds—confidence that if they suffered heavy losses on risky investments, the Fed
would intervene on their behalf. In this sense, the seeds of the 2007–2009 financial cri-
sis may lie in the Fed’s actions with respect to LTCM in 1998.

Not all economists or policymakers, however, accept that the decision to help LTCM
had an impact on the behavior of the managers of financial firms in the years before the
financial crisis of 2007–2009. It is notable, for instance, that although LTCM was a hedge
fund, no hedge funds received aid from the Fed or any other federal government agency
during the financial crisis. The Fed’s decision to help rescue LTCM in 1998, like its decision
to not rescue the Bank of United States in 1930, will probably be debated for years to come.

Sources: Roger Lowenstein, When Genius Failed: The Rise and Fall of Long-Term Capital Management,
New York: Random House, 2000; and Franklin R. Edwards, “Hedge Funds and the Collapse of Long-Term
Capital Management,” Journal of Economic Perspectives, Vol. 13, No. 2, Spring 1999, pp. 189–210.

Test your understanding by doing related problem 4.8 on page 382 at the end of
this chapter.
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Reducing Bank Instability
The banking crisis of the Great Depression led not only to a reorganization of the
Federal Reserve and the establishment of the FDIC but also to Congress’s enactment
of new regulations aimed at directly increasing the stability of the commercial bank-
ing system. One way that Congress attempted to reach this goal was by reducing com-
petition among banks. Congress intended to reduce the likelihood of bank runs and to
reduce the chance of moral hazard in banks’ behavior. One argument for limiting com-
petition is that it increases a bank’s value, thereby reducing bankers’ willingness to
make excessively risky investments.

However, in the long run, anticompetitive regulations do not promote bank stabil-
ity because they create incentives for unregulated financial institutions and markets to
compete with banks by offering close substitutes for bank deposits and loans. A dra-
matic example of how anticompetitive regulation actually led to competition occurred
in the fight over limits on the interest rates that banks could pay on deposits. The bat-
tle began with the Banking Act of 1933, which authorized Regulation Q. Regulation Q,
which was administered by the Fed, placed ceilings on the interest rates bank could pay
on time and savings deposits and prohibited banks from paying interest on demand
deposits, which were then the only form of checkable deposits. Regulation Q was
intended to maintain banks’ profitability by limiting competition for funds among
banks and by guaranteeing a reasonable spread between interest rates banks received
on loans and interest rates they paid on deposits. In practice, the regulation forced
banks to innovate to survive.

In setting a ceiling on interest rates that banks could pay depositors, Congress intended
to give banks a competitive advantage in the market for loans. Because they paid relatively
little for deposits, banks could charge lower interest rates on loans and were the leading
lenders to households and firms. But whenever market interest rates rose above the
Regulation Q interest rate ceilings, large and small savers had an incentive to withdraw
money from bank deposits, thereby starving banks of the funds they needed to make
loans. This unhealthy pattern materialized in the late 1960s, as rising inflation rates drove
interest rates above the Regulation Q ceilings. In particular, large corporations and wealthy
households substituted short-term investments in Treasury bills, commercial paper, and
repurchase agreements for short-term deposits in banks. The introduction of money mar-
ket mutual funds in 1971 gave savers another alternative to bank deposits.

As we have seen, the development of money market mutual funds also provided
borrowers with a new source of funds. Large, well-established firms could raise short-
term funds in the commercial paper market. Firms sold a substantial fraction of their
commercial paper to money market mutual funds. Banks suffered from losing their
commercial loan business to the commercial paper market because, as our analysis of
adverse selection predicts, only high-quality borrowers can successfully sell commer-
cial paper, leaving banks with low-quality borrowers. The exit of savers and borrowers
from banks to financial markets is known as distintermediation, which costs banks
lost revenue from not having savers’ funds to loan.

To circumvent Regulation Q, banks developed new financial instruments for savers.
Citibank introduced negotiable certificates of deposit (or negotiable CDs) in 1961 as time
deposits with a fixed maturity of, say, six months. Because they had values of at least
$100,000, they were not subject to Regulation Q interest rate ceilings. Because they could
be bought and sold, negotiable CDs provided competition to commercial paper. In addi-
tion, banks attempted to get around the prohibition of paying interest on demand
deposits by developing negotiable order of withdrawal (NOW) accounts on which they
paid interest. A depositor with a NOW account was provided with “negotiable orders of
withdrawal” that the depositor could sign over when transferring funds to someone else.

Disintermediation The
exit of savers and borrow-
ers from banks to financial
markets.
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Although these negotiable orders of withdrawal were not called checks, they looked like
checks and were treated like checks, so NOW accounts were effectively interest-paying
checking accounts. Banks also developed automatic transfer system (ATS) accounts as a
means of helping large depositors avoid interest rate ceilings. ATS accounts effectively pay
interest on checking accounts by “sweeping” a customer’s checking account balance at
the end of the day into an interest-paying overnight repurchase agreement.

In response to the breakdown of interest rate regulation in banking, Congress enact-
ed two pieces of legislation—the Depository Institutions Deregulation and Monetary
Control Act of 1980 (DIDMCA) and the Garn-St. Germain Act of 1982. With the pas-
sage of DIDMCA, Congress eased the anticompetitive burden on banks by phasing out
Regulation Q—which disappeared entirely in 1986—and by formally allowing NOW
and ATS accounts. In addition, the act eliminated interest rate ceilings on mortgage loans
and commercial loans. Congress passed the Garn-St. Germain Act to help reverse disin-
termediation by giving banks a more potent weapon against money market mutual
funds. The act permitted banks to offer money market deposit accounts (MMDAs), which
would be covered by FDIC insurance but against which banks were not required to hold
reserves. Depositors were allowed to write only six checks per month. The costs of these
deposits to banks were low because the banks did not have to hold reserves against them
or process many checks, so the banks could afford to pay higher interest rates on them
than on NOW accounts. The combination of market interest rates and the safety and
familiarity of banks made the new accounts instantly successful with depositors.

Figure 12.7 summarizes the process of financial crisis, regulation, financial system
response, and regulatory response as it applies to interest rate ceilings.

Capital Requirements
One way the federal government attempts to promote stability in the banking system
is by sending examiners from the FDIC, the Fed, and the Office of the Comptroller of
the Currency to banks to check that they are following regulations. (The Office of the
Comptroller of the Currency confines its examinations primarily to large national

1. Crisis occurs

During the 1930–1933 crisis,
public loses confidence in the
banking system. Savers
convert deposits to currency
and banks liquidate loans.

2. Regulation enacted

Banking instability produces a
call for regulatory restrictions.
To maintain bank profitability,
Regulation Q imposes ceilings
on deposit interest rates.

4. Regulators respond

Competitive pressures force
legislation (DIDMCA and
Garn–St. Germain Act) to 
dismantle interest rate ceilings, 
which allows banks to compete 
more effectively.

3. Financial system responds

Securities firms push growth of
money market mutual funds and
the commercial paper market.
Banks innovate to bypass
ceilings in raising funds and
use information-cost advantages
in lending.

Figure 12.7

Interest Rate Ceilings:
Crisis, Regulation,
Financial System
Response, and
Regulatory Response
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banks.) After an examination, a bank receives a grade in the form of a CAMELS rating
based on the following:

Capital adequacy
Asset quality
Management
Earnings
Liquidity
Sensitivity to market risk

A sufficiently poor CAMELS rating can lead to a cease-and-desist order being issued
to a bank to change its behavior. Such a system mimics the way private markets
approach moral hazard by inserting restrictive covenants in financial contracts.

Of the CAMELS categories, along with asset quality, capital adequacy has typical-
ly received the most attention. Moral hazard occurs when banks use their equity capi-
tal in risky investments in an attempt to increase their return on equity. Regulating the
minimum amount of capital that banks are required to hold reduces the potential for
moral hazard and the cost to the FDIC of bank failures. Regulators increased their
focus on capital requirements following the savings-and-loan (S&L) crisis of the 1980s.
To promote mortgage lending, federal regulation created S&Ls in the 1930s. S&Ls held
long-term, fixed-rate mortgages and financed them with short-term time deposits.
Although this structure guaranteed that S&Ls would suffer from a severe maturity mis-
match, as long as interest rates were stable and regulation limited the interest rates
S&Ls and banks could pay on deposits, little went wrong. Beginning in 1979, however,
sharply rising market interest rates increased the cost of funds for S&Ls, decreased the
present value of their existing mortgage assets, and caused their net worth to decline
precipitously. S&Ls were also highly leveraged, with their capital often being as little as
3% of their assets, which magnified the impact of losses on their equity. A wave of S&L
failures during the 1980s was ended only by a costly federal government bailout. Many
commercial banks also suffered losses during the 1980s, although the damage was lim-
ited by lower leverage and their lesser concentration in mortgage lending.

As a result of the fallout from the S&L crisis, policymakers resolved to address the
problem of capital adequacy. The United States joined with other nations in a program
begun by the Bank for International Settlements (BIS), located in Basel, Switzerland.
The Basel Committee on Banking Supervision developed the Basel accord to regulate
bank capital requirements.

Under the Basel accord, bank assets are grouped into four categories based on their
degree of risk. These categories are used to calculate a measure of a bank’s risk-adjusted
assets by multiplying the dollar value of each asset by a risk-adjustment factor. A bank’s
capital adequacy is then calculated using two measures of the bank’s capital relative to
its risk-adjusted assets. Tier 1 capital consists mostly of what we have been calling bank
capital: shareholder’s equity. Tier 2 capital equals the bank’s loan loss reserves, its sub-
ordinated debt, and several other bank balances sheet items. As we saw in Chapter 10,
banks set aside part of their capital as a loan loss reserve to anticipate future loan losses.
Using a loan loss reserve enables a bank to avoid large swings in its reported profits.
When banks sell bonds, some of the bonds are senior debt, while others are
subordinated debt, or junior debt. If the bank were to fail, the investors owning senior
debt would be paid before the investors owning junior debt. Because the investors
owning junior debt have a greater incentive to monitor the behavior of bank managers,
junior debt was included in Tier 2 capital under the Basel accord.

Bank regulators determine a bank’s capital adequacy by calculating two ratios:
the bank’s Tier 1 capital relative to its risk-adjusted assets and the bank’s total capital
(Tier 1 plus Tier 2) relative to its risk-adjusted assets. On the basis of these two ratios,

Basel accord An interna-
tional agreement about
bank capital requirements.
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banks are assigned to five risk categories, as shown in Table 12.2. Note that the higher
a bank’s capital ratio, the lower its leverage and the better it is able to weather short-
term losses.

Banks in Category 1 have no restrictions on their activities beyond those specified
in general banking regulations. Banks in Category 2 must abide by certain restrictions
on their activities but are not required to take any actions. Banks in Categories 3, 4, and
5 must take steps to raise their capital ratios. Ordinarily, the FDIC enters a formal
agreement with a bank in Categories 3, 4, and 5, specifying the actions that must be
taken and deadlines for completing the actions. A bank in Category 5 must convince
the FDIC that it has a plan to immediately increase its capital, or it will be closed. Note
that a bank in Category 5 might be solvent—its capital may be positive, so the value of
its assets may be greater than the value of its liabilities—but it will still be closed by the
FDIC if it cannot raise additional capital immediately.

Implementation of these capital requirements meant that banks with low capital
ratios were forced to close or to raise additional capital, thereby increasing the stability
of the commercial banking system. But the requirements also led to a response by large
commercial banks involving financial innovations that allowed these banks to push
some assets off their balance sheets. Because holding relatively risky assets, such as
mortgage-backed securities, required banks to hold additional capital, some large banks,
such as Citigroup, formed special investment vehicles (SIVs) to hold these assets. SIVs had
separate management and separate capital from the banks that sponsored them. But in
buying and selling securities, the SIVs benefited from their association with the sponsor-
ing banks. By the time of the financial crisis, there were about 30 SIVs, holding about 
$320 billion in assets. As the assets held by the SIVs lost value, a sponsoring bank was
faced with the hard choice of allowing the SIV to fail or bringing it back on the bank’s
balance sheet. In the end, most banks chose the second course, increasing the damage to
their balance sheets during the financial crisis but preserving their relationships with
customers who had invested in commercial paper and other debt issued by the SIVs.

In September 2010, a new agreement was reached under the Basel accord that
requires banks to increase their capital ratios. But banks were given more than eight
years to comply with the new rules and most large banks would have to raise little addi-
tional capital. Although, in the short run, the new agreement seemed unlikely to have
much impact on the international banking system, regulators believed that, in the long
run, it would reduce the need for government aid to banks in a future crisis. Figure 12.8
summarizes the process of financial crisis, regulation, financial system response, and
regulatory response as it applies to capital requirements.

The 2007–2009 Financial Crisis and the Pattern of Crisis and Response
The events during and after the 2007–2009 financial crisis fit the pattern of crisis and
response that we have seen several times in this chapter. Clearly, the housing collapse
brought on a crisis greater than any the U.S. financial system had experienced since the

Table 12.2 Measuring Banks’ Capital Adequacy

Category Description Tier 1 Capital Ratio Total Capital Ratio

1 Well capitalized 6% or greater 10% or greater
2 Adequately capitalized 4% or greater 8% or greater
3 Undercapitalized Less than 4% Less than 8%
4 Significantly undercapitalized Less than 3% Less than 6%
5 Critically undercapitalized Less than 2% —

Source: Federal Deposit Insurance Corporation.
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Great Depression of the 1930s. The collapse of housing prices reduced the net worth
of households, causing them to cut back on spending to pay down debt. Those house-
holds that attempted to borrow, including borrowing to refinance mortgages, found it
difficult to obtain credit because their net worth had declined and because lenders had
tightened lending standards. Many smaller firms were in a similar position, as com-
mercial real estate prices declined sharply, reducing the value of the buildings firms
rely on as collateral when borrowing.

Falling prices of mortgage-backed securities and other housing-related assets led
to losses at banks and other intermediaries. The initial regulatory response by the
Treasury and Federal Reserve was to stabilize the financial system through bailouts of
firms such as AIG, capital injections to commercial banks through TARP, and aggres-
sive lending by the Federal Reserve.

Banks responded to the crisis and the regulatory pressure to rebuild their capital
and reduce the nonperforming loans on their balance sheets by reducing lending and
accumulating reserves in an attempt to deleverage. In addition, banks became more risk
averse as they reassessed their lending rules. Many small businesses found themselves
cut off from credit, even at banks with which they had had long-term relationships.

As the crisis passed, Congress attempted to overhaul regulation of the financial
system with the passage in July 2010 of the Wall Street Reform and Consumer
Protection Act, referred to as the Dodd-Frank Act. We will discuss this act further in
Chapter 13, but here are some of the key provisions:

● Created the Consumer Financial Protection Bureau, housed in the Federal Reserve,
to write rules intended to protect consumers in their borrowing and investing
activities.

● Established the Financial Stability Oversight Council, which includes representa-
tives from all the major federal financial regulatory bodies, including the SEC and
the Fed. The council is intended to identify and act on systemic risks to the finan-
cial system.

● Ended the too-big-to-fail policy for large financial firms, as discussed earlier.
● Made several changes to the Fed’s operations.
● Required certain derivatives to be traded on exchanges rather than over the counter.

1. Crisis occurs

Inadequate capital contributes
to losses at S&Ls and banks
during the 1980s.

2. Regulation enacted

The United States joins other
nations in the Basel accord,
which strengthens capital
requirements and penalizes
the holding of risky assets.

4. Regulators respond

The United States and other
countries negotiate further
increases in capital requirements
under the Basel
accord.

3. Financial system responds

Banks increase off-balance-
sheet activities with some
banks setting up special
investment vehicles (SIVs)
to hold risky assets.

Figure 12.8
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● Implemented the “Volcker Rule” by banning most proprietary trading at commer-
cial banks.

● Required hedge funds and private equity firms to register with the SEC.
● Required that firms selling mortgage-backed securities and similar assets retain at

least 5% of the credit risk.

The effects of the Dodd-Frank Act on the financial system remain to be seen. But
if history is a guide, we can be certain that financial firms will respond with innova-
tions intended to reduce the impact of the new rules on their activities.

Figure 12.9 summarizes the process of financial crisis, regulation, financial system
response, and regulatory response as it applies to the financial crisis of 2007–2009.

Figure 12.9

The Financial Crisis of
2007–2009: Crisis,
Regulation, Financial
System Response, and
Regulatory Response

1. Crisis occurs

The collapse of the housing
bubble leads to falling net worth
for households and disruption
of financial intermediation.

2. Regulation enacted

The Treasury and Federal
Reserve respond through
bailouts of firms such as AIG,
capital injections to commercial
banks through TARP, and
aggressive lending by the
Federal Reserve.

4. Regulators respond

Congress passes the
Dodd-Frank Act to increase
regulation of financial firms.

3. Financial system responds

Banks and other financial
firms increase their capital,
deleverage, and become more
risk averse in their loans and
investments.

Answering the Key Question
Continued from page 347

At the beginning of this chapter, we asked the question:

“Does the severity of the 2007–2009 financial crisis explain the severity of the recession during
those years?”

We have seen that the recession of 2007–2009 was the most severe since the Great Depression of the
1930s. It was also the first recession since the 1930s to be accompanied by a financial crisis. We dis-
cussed research by Carmen Reinhart and Kenneth Rogoff, which shows that recessions that involved
financial crises have typically been longer and deeper than recessions that do not involve financial crises.
We noted that because financial crises disrupt the flow of funds from savers to households and firms,
they cause substantial reductions in spending, which is the key reason they make recessions worse. So,
it is likely that the severity of the 2007–2009 financial crisis explains the severity of the recession.

Before turning to the next chapter, read An Inside Look at Policy on the next page
for a discussion of some of the issues involved in passage of the Dodd-Frank Act.
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Regulating a
Moving Target

Beneath disputes over details of
the financial regulatory bill . . .
each worth billions to someone,
lurks a fundamental tension: How
much should Congress write strict
rules to reduce risks of another
global financial crisis? And how
much should it leave to regulators
who failed to prevent the crisis in
the first place?

. . . Regulators blew it, but they
weren’t alone. Every blowout pre-
venter on the financial system
failed. Yet Congress tolerated a reg-
ulatory structure with gaps big
enough for American International
Group to drive through, and regu-
lators . . . failed to use powers . . .
they had.

The fix . . . gives regulators less
discretion than they had in the past.
The legislation . . . will set rules for
coping with another Lehman
Brothers or AIG. It demands that
originators of mortgages hold 5%
of the risk of default so they can’t
blithely sell lousy loans to investors,
and walk away. . . .

The left says Congress is count-
ing too much on the wisdom of
discredited regulators. It presses for
laws limiting how much banks can
leverage their balance sheets, for
instance. “We should follow in the

footsteps of our forbears from the
1930s who made the tough deci-
sions and wrote bright-line laws
which lasted for over 60 years—
until they were repealed,” said Sen.
Ted Kaufman (D., Del.).

The right counters with an
attack on big government. Sen.
Richard Shelby (R., Ala.) blasts the
new consumer-finance regulator as
“the Democrats’ new bureaucracy”
and “a massive expansion of gov-
ernment influence in our daily
financial lives.”

Business is flexible; it wants
whatever suits its interests.
Companies that use derivatives to
hedge want Congress to tie the
hands of the Commodity Futures
Trading Commission because they
fear its current chairman will be
too aggressive. But big banks much
prefer that the friendlier Federal
Reserve, not Congress, make rules
for what businesses they can and
can’t enter.

The prudent principle is easy to
state: “It’s a good idea for Congress
to set the broad parameters and for
the regulators to fill in the details,”
says Robert Litan, vice president of
the Kauffman Foundation . . . But
the balance is hard to get right—
especially in advance. When a crisis
hits, regulators are blamed. When
everything goes well, regulators 
are often accused of being too
tough. . . .

a

b

c

At least two countervailing
forces are evident.

One, when Congress writes too
many specific, rigid rules, it often
fails to get them right. It lacks
expertise. . . . “Congress gets into
trouble when it tries to be too pre-
cise,” says Lawrence Baxter, a Duke
University law professor. . . .
“Markets are evolving all the time.”

A clear lesson from the past
decade is that Congress doesn’t
revisit the rules of finance fre-
quently enough . . . it moves only
after a crisis. “Statutes,” says Mr.
Litan, “are like concrete. . . . You’re
stuck with them for 10 or 20 years.”

So the financial regulatory bill
wisely gives regulators broad new
power to restrain financial institu-
tions no matter what their legal
form, a sharp change from the
past.

In the end, we will have to
depend on the sagacity and integri-
ty of financial regulators, no matter
how many rules Congress legis-
lates. . . . But . . . both Congress and
regulators are susceptible to pres-
sure from business—particularly
on technical issues on which only
business focuses. . . .

Source: Wall Street Journal, excerpted
from “Regulating a Moving Target” 
by David Wessel.  Copyright 2010 by
Dow Jones & Company, Inc. Reproduced
with permission of Dow Jones &
Company, Inc. via Copyright Clearance
Center. 
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Key Points in the Article
As it struggled to write a financial regu-
latory bill in the spring and summer of
2010, the U.S. Congress faced two fun-
damental questions as it sought to
avoid a future financial crisis: How
much should it rely on strictly written
rules, and how much should it leave to
the discretion of regulators—who had
failed to prevent the crisis in the first
place? Pending legislation would give
less discretion to regulators than they
had had in the past and would require
mortgage originators to hold 5% of the
risk of default on mortgage-backed
securities. Critics from the political left
believed that Congress placed too much
faith in regulators. Critics from the
political right saw the legislation as an
expansion of government’s role in
people’s lives. Two countervailing forces
were evident during Congressional
deliberations: (1) Because markets are
constantly evolving, when Congress
writes too many rigid rules. it often fails
to get them right, and (2) Congress
doesn’t revisit the rules of finance
frequently enough to avoid future crises.

Analyzing the News
The financial reform bill the U.S. 
Congress passed in July 2010—the

Dodd-Frank Act—was over 2,300 pages
long. The bill reflected the “fundamen-
tal tension” referred to in this article:
How much should Congress itself write
strict rules that would affect financial
markets, and how much discretion
should Congress allow regulators to
write these rules? As the table above
shows, regulators were left with much
to decide. The bill included an estimat-
ed 243 rule-makings spread across 10
different federal agencies. The bill
created 3 of the 10 agencies. It was

estimated that regulators would need at
least one year to complete the rule-
making.

Companies that use derivatives to 
hedge their business risks lobbied

Congress to limit the authority of 
the Commodities Futures Trading
Commission (CFTC) to regulate deriva-
tives markets. CFTC Chairman Gary
Gensler had argued that greater trans-
parency in derivatives markets was
needed in order to curb abuses that
were an important contributor to the
financial crisis and recession of
2007–2009. But traders feared that
“greater transparency” would result in
higher costs, as many trades that had
taken place in over-the-counter-markets
would in the future be required to be
made in central clearinghouses. Large
banks wanted the Federal Reserve,

rather than Congress, to make rules
that would affect their future business.
Federal Reserve officials, who do not
have to worry about being reelected,
are less likely to be influenced by parti-
san lobbying.

The financial crisis highlighted the 
value of periodically examining

financial rules in order to avoid future
crises. The legislation wisely gives regu-
lators authority over financial institu-
tions, regardless of their legal form.

THINKING CRITICALLY 
1. Why would large banks prefer that

the Federal Reserve, rather than
Congress, be responsible for making
new banking regulations?

2. How might large financial firms
respond to some of the regulations
resulting from the Dodd-Frank Act?
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a

Federal Agency
Estimated Number of New Rules
to Be Made

Bureau of Consumer Financial Protection* 24

Commodity Futures Trading Commission 61
Financial Stability Oversight Council* 56
Federal Deposit Insurance Corporation 31
Federal Reserve System 54
Federal Trade Commission 2
Office of the Comptroller of the Currency 17
Office of Financial Research* 4
Securities and Exchange Commission 95
Department of the Treasury 9
Total 353

Estimate of New Rule-Makings as a Result of the July 2010 Financial
Reform Bill

*New agencies created by the financial reform bill.

Source: “The Uncertainty Principle,” Wall Street Journal, July 14, 2010.

b

c
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KEY TERMS AND CONCEPTS
Bank panic, p. 349
Bank run, p. 349
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Debt-deflation process, p. 358
Disintermediation, p. 368
Federal Deposit Insurance 
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Financial crisis, p. 348
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Too-big-to-fail policy, p. 365

CHAPTER SUMMARY AND PROBLEMS

The Origins of Financial Crises
Explain what financial crises are and what causes them.

12.1

SUMMARY
A financial crisis is a significant disruption in the flow
of funds from lenders to borrowers. Financial crises
lead to recessions as households and firms cut their
spending in the face of difficulty borrowing money.
Banks face liquidity risk because they can have difficul-
ty meeting their depositors’ demands to withdraw their
money. An insolvent bank—the value of whose assets
are less than the value of its liabilities—may be unable
to meet its obligations to pay off its depositors. The
process in which withdrawals by a bank’s depositors
results in the bank closing is called a bank run. Bad
news about one bank can affect other banks through a
process called contagion, which may lead to a bank
panic in which many banks simultaneously experience
runs. A government has two main ways to avoid bank
panics: (1) It can act as a lender of last resort in mak-
ing loans to banks, or (2) it can insure bank deposits.
The Federal Deposit Insurance Corporation (FDIC)
was established by Congress in 1934 to insure deposits
in commercial banks. Recessions that involve financial
crises tend to be particularly severe. In addition to
resulting from bank panics, financial crises can result
from exchange rate crises and sovereign debt crises.

Review Questions

1.1 What is a financial crisis?

1.2 What is a bank run? Does a bank have to be
insolvent to experience a run?

1.3 What is contagion? What is the connection
between contagion and a bank panic?

1.4 What is the connection between bank panics
and recessions?

1.5 What are the two methods that governments
typically use to avoid bank panics?

1.6 What is a currency crisis? What is a sovereign
debt crisis?

Problems and Applications

1.7 In describing the bank panic that occurred in
the fall of 1930, Milton Friedman and Anna
Schwartz wrote:

A contagion of fear spread among deposi-
tors, starting from the agricultural areas,
which had experienced the heaviest impact of
bank failures in the twenties. But such conta-
gion knows no geographical limits.

a. What do the authors mean by a “contagion
of fear”?

b. What did bank depositors have to fear in the
early 1930s? Do depositors today face similar
fears? Briefly explain.

c. What do the authors mean that “such conta-
gion knows no geographical limits”?

Source: Milton Friedman and Anna Schwartz, A
Monetary History of the United States, 1867–1960,
Princeton, NJ: Princeton University Press, 1963, p. 308.

1.8 In 2010, some economists and policymakers
continued to worry about the state of European
banks because of the mortgage-backed securi-
ties and bonds issued by Greece that they had
on their balance sheets. An article in the
Economist magazine commented:

Some banks have been locked out of interna-
tional borrowing markets, reflecting worries
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that they could be brought down by the woes
of southern Europe and the suspicion that
they are sitting on sour loans from the boom
years. The fear of contagion has raised debt
costs for other banks.

a. In this context, what does the author mean
by "contagion"?

b. What are a bank’s “debt costs”? How might
contagion cause bank debt costs to rise?

Source: “Don’t Flunk This One,” Economist, July 15, 2010.

1.9 An article in the Economist on the Dodd-Frank
Act noted the following about a provision of the
act that would require that trading in some
derivatives be moved from over the counter to
exchanges:

The bill would further reduce the risk of
contagion by moving derivatives trading
onto clearing-houses, which would make it
easier to determine firms’ exposure to coun-
terparties and would guarantee payment in
the event of a default.

a. What does “exposure to counterparties”
mean?

b. If it becomes easier to determine the expo-
sure of a bank or another financial firm to
counterparties, why might that reduce the
risk of contagion?

Source: “In Praise of Doddery,” Economist, March 18,
2010.

1.10 [Related to Solved Problem 12.1 on page 351]
Economist Laurence Kotlikoff of Boston
University has proposed that the banking sys-
tem be reformed so that all banks would
become “limited purpose banks.” As he explains:

[Banks] would simply function as middle-
men. They would never own financial assets

or borrow to invest in anything. . . . [Limited
purpose banking] effectively provides for 100
percent reserve requirements on checking
accounts. This eliminates any need for FDIC
insurance and any possibility of traditional
bank runs. . . .

Why would 100% reserve requirements on
checking accounts eliminate the need for FDIC
insurance? Would depositors need to fear losing
money if their bank failed?

Source: Laurence J. Kotlikoff, Jimmy Stewart Is Dead,
Hoboken, NJ: John Wiley & Sons, 2010, pp. 123–124,
132.

1.11 An article in the Wall Street Journal reported
that the “Bank of England Governor Mervyn
King warned Wednesday that the banking crisis
has turned into a potential sovereign debt crisis,
and the U.K. and other countries must tackle
excessive budget deficits without delay.” What is
the connection between budget deficits and a
sovereign debt crisis?

Source: Natasha Brereton and Paul Hannon, “BOE
King: Potential Risk of Sovereign Debt Crisis,” Wall
Street Journal, May 12, 2010.

1.12 [Related to the Making the Connection on
page 354] In their book This Time Is Different,
Carmen Reinhart and Kenneth Rogoff conclude:
“An examination of the aftermath of severe post-
war financial crises shows that they have had a
deep and lasting effect on asset prices, output,
and employment.” Why should a recession con-
nected with a financial crisis be more severe than
a recession that did not involve a financial crisis?

Source: Carmen M. Reinhart and Kenneth S. Rogoff,
This Time Is Different: Eight Centuries of Financial
Folly, Princeton, NJ: Princeton University Press, 2009,
p. 248.
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The Financial Crisis of the Great Depression
Understand the financial crisis that occurred during the Great Depression.

12.2

SUMMARY
The Great Depression of the 1930s was the most
severe economic downturn of the twentieth century.

The downturn likely started as a result of the Federal
Reserve increasing interest rates to deal with a bubble
in stock prices. The severity of the downturn from the

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

www.myeconlab.com


fall of 1929 to the fall of 1930 was the result of a 40%
decline in stock prices, which destroyed wealth and
increased uncertainty, the passage of the Smoot-
Hawley Tariff Act, and a decline in spending on new
houses. The downturn was made much worse by a
series of bank panics that began in the fall of 1930.
Irving Fisher argued that the bank panics fed a debt-
deflation process in which a cycle of falling asset
prices and falling prices of goods and service increased
the severity of the depression. The Federal Reserve
failed to stop the bank panics for several reasons: The
leadership of the Fed was divided, the Fed was reluc-
tant to rescue insolvent banks, the Fed failed to under-
stand the difference between nominal and real interest
rates, and the Fed wanted to purge what it regarded as
speculative excesses during the 1920s.

Review Questions

2.1 Why is the Great Depression of the 1930s con-
sidered to be the worst economic downturn in
U.S. history?

2.2 What role did the bank panics of the early 1930s
play in explaining the severity of the Great
Depression?

2.3 What is the debt-deflation process? How did it
contribute to the severity of the Great
Depression?

2.4 Briefly summarize the explanations for the fail-
ure of the Federal Reserve to intervene to stabi-
lize the banking system in the early 1930s.

Problems and Applications

2.5 In June 1930, a delegation of businessmen
appeared at the White House to urge President
Herbert Hoover to propose an economic stimu-
lus package. Hoover told them: “Gentlemen, you
have come sixty days too late. The depression is
over.” When did the Great Depression begin?
Why might Hoover have reasonably expected
that it would have ended by June 1930? Why did
the Depression continue longer than that?

Source: Arthur M. Schlesigner, Jr., The Crisis of the
Old Order, Boston: Houghton-Mifflin, 1957, p. 331.

2.6 In academic research published before he
entered government, Fed Chairman Ben
Bernanke wrote:

[In] a system without deposit insurance,
depositor runs and withdrawals deprive

banks of funds for lending; to the extent that
bank lending is specialized or information
sensitive, these loans are not easily replaced
by nonbank forms of credit.

a. What does it mean to say that bank lending
is “information sensitive”?

b. What are “nonbank forms of credit”? Why
would bank lending being “information sen-
sitive” make it difficult to replace with non-
bank forms of credit?

c. Does Bernanke’s observation help to explain
the role bank panics played in the severity of
the Great Depression?

Source: Ben S. Bernanke, Essays on the Great
Depression, Princeton, NJ: Princeton University Press,
2000, p. 26.

2.7 In his memoirs, Herbert Hoover described the
reaction of his Treasury Secretary to the Great
Depression:

First was the “leave it alone liquidationists”
headed by Secretary of the Treasury Mellon,
who felt that government must keep its
hands off and let the slump liquidate itself.
Mr. Mellon had only one formula: “Liquidate
labor, liquidate stocks, liquidate the farmers,
liquidate real estate.”

a. What does “liquidate” mean in this context?

b. Can these views help to explain the actions
by the Fed during the early years of the Great
Depression? Briefly explain.

Source: Herbert Hoover, The Memoirs of Herbert
Hoover: Volume 3: The Great Depression, 1929–1941,
New York: Macmillan, 1952, p. 30.

2.8 In August 2010, an article in the Wall Street
Journal observed:

In the bond market . . . investors have been
flocking to all manner of [bonds] . . . from
Treasuries to “junk” bonds. The attraction:
steady interest payments which would
become increasingly valuable if deflation
were to take hold.

a. Why would the interest payments on bonds
become more “valuable” if deflation were to
occur?

b. If deflation occurred, would the nominal
interest rates on these bonds be higher or
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lower than the real interest rates? Briefly
explain.

Source: Jane J. Kim and Eleanor Laise, “How to Beat
Deflation,” Wall Street Journal, August 7–8, 2010.

2.9 In his history of the Federal Reserve, Allan
Meltzer of Carnegie Mellon University describes
the views of Federal Reserve officials in the fall
of 1930:

Most of the policymakers regarded the sub-
stantial decline in short-term market interest
rates . . . as the main . . . indicators of the
current position of the monetary system. . . .
[Policy] was “easy” and had never been easier
in the experience of the policymakers of the
Federal Reserve System.

a. What does it mean to say that Fed policy is
“easy”?

b. In the context of the early 1930s, were low
nominal interest rates a good indicator that
policy was easy? Why might Fed officials have
believed that they were?

Source: Alan H. Meltzer, A History of the Federal
Reserve: Volume 1: 1913–1951, Chicago: University of
Chicago Press, 2003, p. 315.

2.10 [Related to the Making the Connection on
page 359] Arthur Rolnick of the Federal
Reserve Bank of Minneapolis has argued that in
their account of the failure of the Bank of
United States:

Friedman and Schwartz provide the rationale
for the policy that today is known as “too big
to fail”—that there are some institutions that
are so big that we can’t afford to let them fail
because of the systemic impact on the rest of
the economy. . . . They suggest that if the Fed
had rescued this bank, the Great Depression
might only have been a short, albeit severe,
recession.

a. What was the Bank of United States? When
did it fail? Why did it fail?

b. Why might the Fed’s failure to save the Bank
of United States provide a rationale for the
policy of “too big to fail”?

c. Are there counterarguments to Rolnick’s
view?

Source: Arthur J. Rolnick, “Interview with Ben S.
Bernanke,” Federal Reserve Bank of Minneapolis, The
Region, June 2004.
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The Financial Crisis of 2007–2009
Understand what caused the financial crisis of 2007–2009.

12.3

SUMMARY
The recession of 2007–2009 has been the most severe
economic downturn in the United States during the
post-World War II period. The most important cause
of the recession was the bursting of the housing mar-
ket bubble. New home sales in the United States rose
60% between January 2000 and July 2005, and
between January 2000 and May 2006, house prices
more than doubled. The fact that house prices rose
much more than house rents indicates that the hous-
ing market experienced a bubble. When the bubble
burst and house sales and prices fell, many home
buyers defaulted on their mortgages. Defaults were
particularly widespread among subprime and Alt-A
borrowers, as well as among borrowers who made
small down payments or had taken out exotic mort-
gage loans. Financial firms that were heavily invested

in mortgage-backed securities suffered severe losses
and had difficulty borrowing money. In the spring of
2008, Bear Stearns avoided bankruptcy only after
being acquired by JPMorgan Chase, with help from
the Federal Reserve. In September 2008, Lehman
Brothers failed. The Federal Reserve, the Treasury,
Congress, and the president responded vigorously
with new policies intended to contain the financial
crisis. Many economists and policymakers are con-
cerned that these policies may have increased prob-
lems of moral hazard in the financial system.

Review Questions

3.1 What does it mean to say that there is a bubble
in the housing market? Briefly describe the
effect that the bursting of the housing bubble
had on the U.S. economy.
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3.2 How can an investment bank experience a
“run”? Briefly describe the effect the runs on
Bear Stearns and Lehman Brothers had on the
U.S. economy.

3.3 Briefly discuss the policy actions the Federal
Reserve and the Treasury took during the finan-
cial crisis.

Problems and Applications

3.4 An article in the New York Times quoted former
Fed Chairman Alan Greenspan as arguing in
2010:

“The global house price bubble was a conse-
quence of lower interest rates, but it was
long-term interest rates that galvanized home
asset prices, not the overnight rates of central
banks, as has become the seemingly conven-
tional wisdom.”

a. What is a “house price bubble”?

b. Why would long-term interest rates have a
closer connection to house prices than
overnight interest rates?

c. Why would it matter to Greenspan whether
low long-term interest rates were more
responsible for the housing bubble than low
short-term interest rates?

Source: Sewell Chan, “Greenspan Concedes That the
Fed Failed to Gauge the Bubble,” New York Times,
March 18, 2010.

3.5 An article in the New York Times published just
after the Fed helped to save Bear Stearns from
bankruptcy noted:

If Bear Stearns failed, for example, it would
result in a wholesale dumping of mortgage
securities and other assets onto a market 
that is frozen and where buyers are in 
hiding. This fire sale would force surviving
institutions carrying the same types of secu-
rities on their books to mark down their
positions.

a. Why did Bear Stearns almost fail?

b. How did the Federal Reserve rescue Bear
Stearns?

c. What is the debt-deflation process? Does this
process provide any insight into why the
Federal Reserve rescued Bear Stearns?

Source: Gretchen Morgenson, “Rescue Me: A Fed
Bailout Crosses a Line,” New York Times, March 18,
2008.

3.6 Writing in the New York Times, financial jour-
nalist Joe Nocera observed:

Ever since that weekend, most people,
including me, have viewed the decision by
Henry Paulson Jr., the Treasury secretary at
the time, and Ben Bernanke, the Federal
Reserve chairman, to allow Lehman to go
bust as the single biggest mistake of the
crisis.

Why did the Treasury and the Federal Reserve
allow Lehman Brothers to fail? Why do some
consider the decision to be the biggest mistake
of the crisis?

Source: Joe Nocera, “Lehman Had to Die So Global
Finance Could Live,” New York Times, September 11,
2009.

3.7 [Related to the Chapter Opener on page 347]
In a paper written in April 2010, looking back at
the financial crisis, former Fed Chair Alan
Greenspan argued:

At least partly responsible [for the severity of
the financial collapse] may have been the
failure of risk managers to fully understand
the impact of the emergence of shadow
banking that increased financial innovation,
but as a consequence, also increased the level
of risk. The added risk had not been com-
pensated by higher capital.

a. How did the emergence of shadow banking
increase the risk to the financial system?

b. What does Greenspan mean that “the added
risk had not been compensated by higher
capital”? By holding more capital, what prob-
lems could shadow banks have potentially
avoided?

Source: Alan Greenspan, “The Crisis,” April 15, 2010,
p. 21.
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Financial Crises and Financial Regulation
Discuss the connection between financial crises and financial regulation.

12.4

SUMMARY
Financial regulations are often implemented as a result
of a financial crisis. Over time, there has been a regu-
lar pattern of (1) crisis, (2) regulation, (3) response to
new regulations by financial firms, and (4) response
by regulators. Congress created the Federal Reserve
System as the lender of last resort to provide liquidity
to banks during bank panics, but the Fed’s lender-of-
last-resort role has changed greatly over the years. The
Fed failed as a lender of last resort during the Great
Depression, which led Congress to establish the
Federal Deposit Insurance Corporation (FDIC) in
1934. The Fed successfully acted as a lender of last
resort during the post-World War II period, although
it became clear that the Fed and the FDIC had devel-
oped a too-big-to-fail policy, under which the largest
commercial banks would not be allowed to fail.
Congress attempted to limit the too-big-to-fail policy
in passing the Federal Deposit Insurance Corporation
Improvement Act of 1991 (FDICIA), but the policy
returned during the financial crisis of 2007–2009.
Congress again placed limits on the policy when it
passed the Wall Street Reform and Consumer
Protection Act in 2010. During the Great Depression,
Congress attempted to increase bank stability by
enacting Regulation Q, which placed limits on the
interest rates commercial banks could pay on deposits.
Regulation Q contributed to disintermediation, in
which savers and borrowers exited banks for financial
markets. To circumvent Regulation Q, banks intro-
duced negotiable certificates of deposit (or negotiable
CDs) and negotiable order of withdrawal (NOW)
accounts. When examining bank operations, federal
regulators use a CAMELS ratings system: capital ade-
quacy, asset quality, management, earnings, liquidity,
and sensitivity to risk. Capital adequacy has been par-
ticularly stressed under the Basel accord that regulates
bank capital requirements. Capital adequacy is judged
by ratios of the bank’s capital to its risk-adjusted
assets. Tier 1 capital is primarily shareholder’s equity,

and Tier 2 capital is a bank’s loan loss reserves, its 
subordinated debt, and other bank balance sheet
items. The Wall Street Reform and Consumer
Protection Act contained important new financial 
regulations.

Review Questions

4.1 What is a lender of last resort? How is being a
lender of last resort connected to the too-big-
to-fail policy?

4.2 Briefly define each of the following:

a. Regulation Q

b. Disintermediation

c. Basel accord

d. Tier 1 capital and Tier 2 capital

4.3 What innovations did banks develop to get
around ceilings on deposit interest rates?

4.4 How does deposit insurance encourage banks to
take on too much risk?

Problems and Applications

4.5 According to an article in the Wall Street Journal
on the discussions about commercial bank capi-
tal requirements under the Basel accord during
2010, “With new financial-overhaul legislation
near completion, banks’ focus is shifting to the
regulatory detail that will be vital for profitabili-
ty. Most important: How much capital will they
have to hold . . . ?” How does the amount of
capital that a bank has to hold affect its prof-
itability?

Source: David Reilly, “Will Growing Pains Bolster
Banks?” Wall Street Journal, July 12, 2010.

4.6 The financial writer Sebastian Mallaby observed
about hedge funds that:

. . . leverage also made hedge funds vulnera-
ble to shocks: If their trades moved against
them, they would burn through thin
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cushions of capital at lightning speed, oblig-
ing them to dump positions fast—
destabilizing prices.

a. What does a hedge fund’s trades “moving
against it” mean?

b. Why would a fund’s trade moving against it
cause it to burn through its capital?

c. What is the connection between a fund’s
being highly leveraged and its having a “thin
cushion of capital”?

d. What does a fund’s “dumping its positions”
mean?

e. Why might a fund’s dumping its positions
cause prices to be destabilized? Prices of
what?

Source: Sebastian Mallaby, More Money Than God,
New York: Penguin Press, 2010, p. 10.

4.7 In a paper written in April 2010, looking back at
the financial crisis, former Fed Chairman Alan
Greenspan wrote:

Some bubbles burst without severe economic
consequences, the dotcom boom and the
rapid run-up of stock prices in the spring of
1987, for example. Others burst with severe
deflationary consequences. That class of bub-
bles . . . appears to be a function of the
degree of debt leverage in the financial 
sector, particularly when the maturity of
debt is less than the maturity of the assets it
funds.

a. What does Greenspan mean by “debt lever-
age”?

b. Why would it matter if “the maturity of the
debt is less than the maturity of the assets it
funds”?

c. Does Greenspan’s analysis provide insight
into why the Fed during his tenure may have
been reluctant to take action against asset
bubbles?

Source: Alan Greenspan, “The Crisis,” April 15, 2010,
p. 10.

4.8 [Related to the Making the Connection on
page 367] In a column in the New York Times,
the financial writer Roger Lowenstein com-
mented on the long-term effects of the Fed’s

decision to help bail out the hedge fund Long-
Term Capital Management (LTCM):

The concept of too-big-to-fail, exceptional in
1998, is now a staple in the regulators’ play-
book. Bear Stearns and, by implication, other
troubled investment banks have been taken
under Washington’s protective skirts; Fannie
Mae and Freddie Mac, too. . . . If individual
responsibility is to be fully excised from
American capitalism, the free-market enthu-
siasts who founded Long-Term Capital
deserve no little credit.

a. Why did the Fed participate in the bailout of
LTCM?

b. What does Lowenstein mean by “individual
responsibility”? Connect the idea of individ-
ual responsibility to the concept of moral
hazard.

c. What trade-offs do policymakers face in con-
fronting the problems of moral hazard and
systemic risk?

d. What did policymakers feel could happen if
LTCM were allowed to fail?

e. The excerpt above mentions that the LTCM
founders were “free market enthusiasts.” Is
there a contradiction between free market
principles and the too-big-to-fail policy?

Source: Roger Lowenstein, “Long Term Capital
Management: It’s a Short-Term Memory,” New York
Times, September 7, 2008.

4.9 Shortly after the Federal Reserve arranged the
purchase of Bear Stearns by JPMorgan Chase,
the Wall Street Journal recounted the events 
that led to the extraordinarily low price that
JPMorgan paid for Bear Stearns: “The bank was
mulling a price of $4 or $5 a share. ‘That sounds
high to me,’ Mr. Paulson said. ‘I think this
should be done at a low price.’”

a. Why did Treasury Secretary Paulson want
Bear Stearns to sell for such a low price?

b. Why was the decision by the Fed to orches-
trate the purchase of Bear Stearns so contro-
versial?

Source: Kate Kelly, “Bear Stearns Neared Collapse
Twice in Frenzied Last Days,” Wall Street Journal,
May 29, 2008.
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D12.1: Go to bls.gov, the Bureau of Labor Statistics
Web site, and download monthly unemploy-
ment data for the years 2005 to 2010. Click on
the Databases & Tables tab at the top, and select
Top Picks on the left. Select Unemployment
Rate and click Retrieve data at the bottom of
the page. What was the change in the unem-
ployment rate from its low in 2005 to its peak
in 2009? How does this compare with Reinhart
and Rogoff ’s average data from post-World
War II recessions?

D12.2: Go to www.cia.gov, find the World Factbook,
and click on “Guide to Country Comparisons.”

Select “Public Debt,” which ranks countries’
debt-to-GDP ratios. What are the two most
indebted countries? Where does the United
States fall on the list?

D12.3: Go to research.stlouisfed.org/fred2/, the St.
Louis Federal Reserve’s Economic Data (FRED)
Web site. Select Interest Rates and then select
Commercial Paper. Graph the one-month com-
mercial paper rates. What happened to the
interest rate on commercial paper in the fall of
2008? Explain this change in the commercial
paper market in the context of the financial
panic occurring during the fall of 2008.

DATA EXERCISES 
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C H A P T E R 13
The Federal Reserve and 
Central Banking

LEARNING OBJECTIVES
After studying this chapter, you should be able to:

13.1 Explain why the Federal Reserve System is
structured the way it is (pages 385–394)

13.2 Explain the key issues involved in the Fed’s
operations (pages 395–400)

13.3 Discuss the issues involved with central
bank independence outside the United
States (pages 400–402)

IS THE FED THE GIANT OF THE FINANCIAL SYSTEM?

In May 2010, the U.S. Senate voted 96–0 to add a
highly unusual provision to a bill overhauling govern-
ment regulation of the financial system: It ordered an
audit of the Fed’s emergency lending programs that
had begun in December 2007 to deal with the finan-
cial crisis. As we saw in Chapter 2, the Federal Reserve
Act of 1913, which established the Federal Reserve
System, had intended to make the Fed financially
independent from the rest of the federal government,
and, to an extent, politically independent as well. We
have also seen that from the beginning, there have
been critics who have questioned whether the Fed

should be independent. Over the years, some members
of Congress have criticized the Fed’s expenditures on
relatively small projects, such as district bank build-
ings, but ordering an audit of a Fed program was
unusual. The audit provision was included in the
Dodd-Frank Wall Street Reform and Consumer
Protection Act, which Congress passed in July 2010.

This step by Congress indicates that as the Fed’s
role in the financial system has expanded because of
the financial crisis, it has come under closer scrutiny.
Another indication of the Fed’s importance is the way
the financial markets react to speeches and testimony

384

Key Issue and Question

At the end of Chapter 1, we noted that the financial crisis of 2007–2009 raised a series of important
questions about the financial system. In answering these questions, we will discuss the essential
functions of the financial system. Here are the key issue and key question for this chapter:

Issue: Following the financial crisis, Congress debated reducing the independence of the Federal
Reserve.

Question: Should Congress and the president be given greater authority over the Federal Reserve?

Answered on page 403

Continued on next page



that many people consider the chairman of the
Federal Reserve second only to the president of the
United States in his ability to affect the economy and
financial system.

But should the unelected head of the central bank
have so much power? Economists and policymakers
have debated this question for decades. We will see
that this question played a prominent role in the
debates over the Dodd-Frank Act during 2010.

AN INSIDE LOOK AT POLICY on page 404
discusses how recent nominees to the Fed’s Board of
Governors support the Fed’s expanded role in the
financial system.

The Structure of the Federal Reserve System 385

by the Federal Reserve’s chairman. For example, in
July 2010, many investors were worried that the
United States might be experiencing a “double dip
recession.” Although the recession that began in 2007
had ended in mid-2009, some economists were fore-
casting that the U.S. economy would fall back into
recession in late 2010. So, some investors hoped that
when Fed Chairman Ben Bernanke testified before
Congress on July 21, 2010, he would announce new
policies that would help to expand the economy.
When Bernanke’s testimony did not include such poli-
cies, the Dow Jones Industrial Average immediately
plunged by more than 160 points. It is little wonder

Source: Jonathan Cheng, “Stocks Fall on Fed Outlook,” Wall Street Journal, July 21, 2010.

In this chapter, we discuss the Fed’s organization and structure and its role as an econom-
ic policymaking body. We also describe the political arena in which the Fed operates and
the debate over the independence of the central bank that took place as Congress was
passing the Dodd-Frank Act. We then examine the organization and independence of
central banks outside the United States, including the European Central Bank.

The Structure of the Federal Reserve System
Few countries have as complex a structure for their central bank as the United States
has in its Federal Reserve System. The Fed’s organization was shaped by the same polit-
ical struggle that gave the United States a fragmented banking system: advocates of
strong financial institutions versus those who feared such strong institutions would
abuse their economic power. To understand why the Fed is organized as it is, we need
to look back in history at the nation’s earlier attempts to create a central bank.

Creation of the Federal Reserve System
Not long after the United States won its independence, Treasury Secretary Alexander
Hamilton organized the Bank of the United States, which was meant to function as a
central bank but had both government and private shareholders. The Bank attempted
to stabilize the financial system by taking steps to ensure that local banks did not
extend an excessive amount of loans relative to their capital. And the Bank rapidly
accumulated enemies. Local banks resented the Bank’s supervision of their operations.
Many advocates of a limited federal government distrusted the Bank’s power. Farmers
and owners of small businesses, particularly in the West and South, resented the Bank’s
interfering with their ability to obtain loans from their local banks. Congress granted
the Bank a 20-year charter in 1791, making it the only federally chartered bank. All
other banks at the time had their charters from state governments. There was not
enough Congressional support to renew the charter, so the Bank ceased operations in
1811. Partly because of the federal government’s problems in financing the War 
of 1812, political opinion in Congress shifted back toward the need for a central bank.
In 1816, Congress established the Second Bank of the United States, also under a 
20-year charter. The Second Bank encountered many of the same controversies as the
First Bank. As the time approached for renewal of the Second Bank’s charter, an epic
political battle broke out between the populist President Andrew Jackson and Nicholas

13.1
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Biddle, the president of the Second Bank. Although Congress passed a bill to recharter
the Bank, Jackson vetoed the bill, and the Bank’s charter expired in 1836. (The Bank
survived for a time as a state-chartered bank in Pennsylvania.)

The disappearance of the Second Bank of the United States left the nation without
a central bank and, therefore, without an official lender of last resort for banks. Private
institutions, such as the New York Clearing House, attempted to fill the void, but severe
nationwide financial panics in 1873, 1884, 1893, and 1907—and accompanying eco-
nomic downturns—raised fears in Congress that the U.S. financial system was unsta-
ble. After a panic and economic recession in 1907, Congress considered options for
government intervention. Many officials worried that bankers such as New York finan-
cier J. P. Morgan, who in the past had helped organize loans to banks suffering tempo-
rary liquidity problems, would be unable to manage future crises. Congress appointed
the National Monetary Commission to study the possibility of establishing a central
bank. Congress modified the commission’s recommendations, but with the support of
President Woodrow Wilson, the Federal Reserve Act became law in 1913.

The Federal Reserve Act established the Federal Reserve System as the central bank
of the United States. Many in Congress believed that a unified central bank based in
Washington, DC, would concentrate too much economic power in the hands of the offi-
cials running the bank. So, the act divided economic power within the Federal Reserve
System in three ways: among bankers and business interests, among states and regions,
and between government and the private sector. The act and subsequent legislation creat-
ed four groups within the system, each empowered, in theory, to perform separate duties:
the Federal Reserve Banks, private commercial member banks, the Board of Governors,
and the Federal Open Market Committee (FOMC). All national banks—commercial
banks with charters from the federal government—were required to join the system. State
banks—commercial banks with charters from state governments—were given the option
to join. The original intent of the Federal Reserve Act was to give the central bank control
over the amount of currency outstanding and the volume of loans—known as discount
loans—to member banks under the lender-of-last-resort function. In 1913, the president
and Congress didn’t envision the Fed as a centralized authority with broad control over
most aspects of money and the banking system. As we will see in the rest of this section,
over time the Fed has expanded its role in the financial system.

Federal Reserve Banks
As part of its plan to divide authority within the Federal Reserve System, Congress
declined to establish a single central bank with branches, which had been the structure
of both the First and Second Banks of the United States. Instead, the Federal Reserve
Act divided the United States into 12 Federal Reserve districts, each of which has a
Federal Reserve Bank in one city (and, in most cases, additional branches in other
cities in the district). Congress intended that the primary function of the district banks
would be to make discount loans to member banks in its region. These loans were to
provide liquidity to banks, thereby fulfilling in a decentralized way the system’s role as
a lender of last resort and putting an end to bank panics—or so Congress hoped!
Figure 13.1 shows the Federal Reserve districts and locations of the Federal Reserve
banks. The map may appear strange at first glance: No state (not even California or
New York) is a single Federal Reserve district. Some states are split by district bound-
aries, and economically dissimilar states are grouped in the same district. Most Federal
Reserve districts contain a mixture of urban and rural areas, as well as manufacturing,
agriculture, and service business interests. This arrangement was intentional, to pre-
vent any one interest group or any one state from obtaining preferential treatment
from the district Federal Reserve Bank.

Federal Reserve System
The central bank of the
United States.

Federal Reserve Bank A
district bank of the Federal
Reserve system that,
among other activities,
conducts discount lending.
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Figure 13.1 Federal Reserve Districts

Division of the United States into 12 Federal Reserve districts was designed so that each district contained a mixture of urban and rural areas and
manufacturing, agricultural, and service industries. Note that Hawaii and Alaska are included in the Twelfth Federal Reserve District.

Source: Federal Reserve Bulletin.•

Making the Connection

St Louis and Kansas City? What Explains the Locations of
the District Banks?
The current Fed is not exactly what Congress had in mind when it passed the Federal
Reserve Act. In particular, the district banks were intended to have much more inde-
pendence than they have today. So, where the banks would be located was a significant
issue during the Congressional debates over the act. The act allowed for 8 to 12 districts
but did not specify their boundaries or indicate in which cities Federal Reserve Banks
would be located. That decision was given to a Reserve Bank Organizing Committee
consisting of the secretary of the Treasury, the secretary of Agriculture, and the comp-
troller of the currency. The district boundaries and Federal Reserve Bank cities that the
committee announced in April 1914 have remained unchanged to the present.

The committee’s choices were controversial because the three committee members
were all appointees of Democratic President Woodrow Wilson. Some critics argued
that Democratic Party politics dictated which cities the committee chose. For instance,
the only state with two banks is Missouri, with Kansas City serving as the Federal
Reserve Bank for the tenth district and St. Louis serving as the bank for the eighth dis-
trict. Critics pointed out that the Democratic Speaker of the House was from Missouri.
Similarly, Richmond, Virginia, the home of Democratic Senator Carter Glass, one of



the sponsors of the Federal Reserve Act, was awarded a bank. Attempts were made to
convince officials of the Federal Reserve System to overturn the committee’s decisions,
until finally in 1916, the U.S. attorney general ruled that the district boundaries and
locations of the Federal Reserve Banks could be changed only if Congress amended the
Federal Reserve Act.

Although the view that the locations of the Federal Reserve Banks represents early
twentieth century politics is widespread among economists, recent research has
questioned this idea. Michael McAvoy, of the State University of New York, Oneonta,
re-examined the choices of the Reserve Bank Organizing Committee to see whether polit-
ical or economic factors were most important. He found that there was agreement among
most groups at the time on locating Federal Reserve Banks in six of the cities: Boston,
Chicago, New York, Philadelphia, St. Louis, and San Francisco. McAvoy estimated a statis-
tical model to see whether political variables—such as whether the city was represented by
a Democrat in Congress—or economic variables—such as the city’s population, the
growth in bank capital, and the preferences of bankers surveyed by the committee—were
able to predict the cities chosen. McAvoy’s conclusion was that economic variables could
correctly predict the cities chosen, while political factors could not.

So, while it may seem odd today for Missouri to have two Federal Reserve Banks,
it appears to have made economic sense in 1914.

Sources: Michael R. McAvoy, “How Were the Federal Reserve Bank Locations Selected?” Explorations
in Economic History, Vol. 43, No. 3, July 2006; and Allan H. Meltzer, A History of the Federal Reserve,
Volume I: 1913–1951, Chicago: University of Chicago Press, 2003, pp. 73–75.

Test your understanding by doing related problem 1.11 on page 407 at the end of
this chapter.
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Who owns the Federal Reserve banks? When banks join the Federal Reserve
System, they are required to buy stock in their District Bank. Member banks receive
fixed dividends of 6% on the shares of stock they own in the District Bank. So, in prin-
ciple, the private commercial banks in each district that are members of the Federal
Reserve System own the District Bank. In fact, each Federal Reserve District Bank is a
private–government joint venture because the member banks enjoy few of the rights
and privileges that shareholders ordinarily exercise.

A guiding principle of the 1913 Federal Reserve Act was that one constituency (for
example, finance, industry, commerce, or agriculture) would not be able to exploit the
central bank’s economic power at the expense of another constituency. Therefore,
Congress restricted the composition of the boards of directors of the District Banks. The
directors represent the interests of three groups: banks, businesses, and the general pub-
lic. Member banks elect three bankers (Class A directors) and three leaders in industry,
commerce, and agriculture (Class B directors). The Fed’s Board of Governors appoints
three public interest directors (Class C directors). For much of the Federal Reserve
System’s history, the nine directors of a Federal Reserve District Bank have elected the
president of that bank, subject to approval by the Board of Governors. Under the Dodd-
Frank Act, the Class A directors no longer participate in the election of bank presidents.

The 12 Federal Reserve District Banks carry out duties related to the Fed’s roles in
the payments system, control of the money supply, and financial regulation.
Specifically, the District Banks:

● Manage check clearing in the payments system
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● Manage currency in circulation by issuing new Federal Reserve notes and with-
drawing damaged notes from circulation

● Conduct discount lending by making and administering discount loans to banks
within the district

● Perform supervisory and regulatory functions such as examining state member
banks and evaluating merger applications

● Provide services to businesses and the general public by collecting and making
available data on district business activities and by publishing articles on monetary
and banking topics written by professional economists employed by the banks

● Serve on the Federal Open Market Committee, the Federal Reserve System’s chief
monetary policy body

The Federal Reserve District Banks engage in monetary policy both directly (by
making discount loans) and indirectly (through membership on Federal Reserve com-
mittees). In theory, Federal Reserve Banks establish the discount rate banks pay on dis-
count loans and determine the amounts that individual (member and nonmember)
banks are allowed to borrow. In practice, however, in recent decades the discount rate
has been set by the Board of Governors in Washington, DC, and is the same in all 12
districts. The District Banks also influence policy through their representatives on the
Federal Open Market Committee and on the Federal Advisory Council, a consultative
body composed of district bankers.

Member Banks
Although the Federal Reserve Act required all national banks to become member
banks of the Federal Reserve System, state banks were given the option to join, and
many chose not to. Currently, only about 16% of state banks are members. About one-
third of all banks in the United States now belong to the Federal Reserve System,
although these member banks hold a substantial majority of all bank deposits.

Historically, state banks often chose not to join the Federal Reserve System because
they saw membership as costly. In particular, state banks that did not join the system
could avoid the Fed’s reserve requirements. Because the Fed did not pay interest on
required reserves, banks saw the reserve requirement as effectively being a tax because
the banks were losing the interest they could have earned by lending the funds. In other
words, being a member of the Fed imposed a significant opportunity cost on banks in
the form of lost interest earnings. As nominal interest rates rose during the 1960s and
1970s, the opportunity cost of Fed membership increased, and fewer state banks elect-
ed to become or remain members.

During the 1970s, the Fed argued that the so-called reserve tax on member
banks placed these banks at a competitive disadvantage relative to nonmember
banks. The Fed claimed that declining bank membership eroded its ability to control
the money supply and urged Congress to compel all commercial banks to join the
Federal Reserve System. Although Congress has not yet legislated such a require-
ment, the Depository Institutions Deregulation and Monetary Control Act (DIDM-
CA) of 1980 required that all banks maintain reserve deposits with the Fed on the
same terms. This legislation gave member and nonmember banks equivalent access
to discount loans and to payment system (check-clearing) services. DIDMCA effec-
tively blurred the distinction between member and nonmember banks and halted
the decline in Fed membership. In October 2008, the Fed began paying banks an
interest rate of 0.25% on reserves, which lowered the opportunity cost to banks of
holding reserves.
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Solved Problem 13.1
How Costly Are Reserve Requirements to Banks?

Suppose that Wells Fargo pays a 3% annual interest rate
on checking account balances, while having to meet a
reserve requirement of 10%. Assume that the Fed pays
Wells Fargo an interest rate of 0.25% on its holdings of
reserves and that Wells Fargo can earn 6% on its loans
and other investments.

a. How do reserve requirements affect the amount
that Wells Fargo can earn on $1,000 in checking

account deposits? Ignore any costs Wells Fargo
incurs on the deposits other than the interest it
pays to depositors.

b. Is the opportunity cost to banks of reserve
requirements likely to be higher during a reces-
sion or during an economic expansion? Briefly
explain.

Solving the Problem
Step 1 Review the chapter material. This problem is about the effect of reserve

requirements on banks, so you may want to review the section “Member
Banks,” on page 389.

Step 2 Answer part (a) by calculating the effective cost of funds to Wells Fargo. With
a 10% reserve requirement, Wells Fargo must hold $100 of a $1,000 checking
account deposit in reserves with the Fed, on which it receives an interest rate of
0.25%. The bank can invest the remaining $900. So, it will earn ($900 * 0.06) +
($100 * 0.0025 = $0.25) = $54.00 + $0.25 = $54.25. If the bank did not need to
hold reserves against the deposit, it would earn $1,000 * 0.06 = $60. So, the reserve
requirement is reducing Well Fargo’s return by $5.75, or $5.75/$1,000 = 0.575%.

Step 3 Answer part (b) by explaining how the reserve tax varies over the business
cycle. The higher the interest rate banks can earn on their loans and other
investments, the higher the opportunity cost of having to hold reserves at the
Fed that are earning a low interest rate. As we saw in Chapter 4, interest rates
tend to fall during economic recessions and rise during economic expansions.
So, the opportunity cost to banks of reserve requirements is likely to be high-
er during economic expansions than during economic recessions.

For more practice, do related problem 1.12 on page 407 at the end of this chapter.

Board of Governors
The Board of Governors is headquartered in Washington, DC. Its seven members are
appointed by the president of the United States and confirmed by the U.S. Senate. To
provide for central bank independence, the terms of board members are set so that
governors serve nonrenewable terms of 14 years, which are staggered so that one term
expires every other January 31. As a result, it is unlikely that one U.S. president will be
able to appoint a full Board of Governors. On average, presidents appoint a new mem-
ber every other year. In an unusual occurrence, in 2010, President Barack Obama
appointed three members. It is possible for one person to serve longer than 14 years: If
the person begins by serving out the remainder of the unexpired term of a governor
who has retired, he or she may be reappointed to a full term. By this method, Alan
Greenspan served from 1987 to 2006. No Federal Reserve District can be represented
by more than one member on the Board of Governors.

The president chooses one member of the Board of Governors to serve as chair-
man. Chairmen serve four-year terms and may be reappointed. For instance, Ben Bernanke

Board of Governors The
governing board of the
Federal Reserve System,
consisting of seven
members appointed by the
president of the United
States.
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was appointed chair in January 2006 by President George W. Bush and reappointed in
January 2010 by President Barack Obama.

Currently, many board members are professional economists from business, gov-
ernment, and academia. Chairmen of the Board of Governors since World War II have
come from various backgrounds, including Wall Street (William McChesney Martin),
academia (Arthur Burns and Ben Bernanke), business (G. William Miller), public serv-
ice (Paul Volcker), and economic forecasting (Alan Greenspan).

The Board of Governors administers monetary policy to influence the nation’s
money supply and interest rates through open market operations, reserve requirements,
and discount lending. Since 1935, it has had the authority to determine reserve require-
ments within limits set by Congress. The Board of Governors also effectively sets the
discount rate charged on loans to banks. It holds 7 of the 12 seats on the Federal Open
Market Committee and therefore influences the setting of guidelines for open market
operations. In addition to its formal responsibilities, the Board of Governors informally
influences national and international economic policy decisions. The chairman of the
Board of Governors advises the president and testifies before Congress on economic
matters, such as economic growth, inflation, and unemployment.

The Board of Governors is responsible for some financial regulation. It sets margin
requirements, or the proportion of the purchase price of securities that an investor must
pay in cash rather than buy on credit. In addition, it determines permissible activities
for bank holding companies and approves bank mergers. The chairman of the Board of
Governors also serves on the new Financial Stability Oversight Council (FSOC), which
the Dodd-Frank Act established in 2010 to regulate the financial system. Finally, the
Board of Governors exercises administrative controls over individual Federal Reserve
banks, reviewing their budgets and setting the salaries of their presidents and officers.

The Federal Open Market Committee
The 12-member Federal Open Market Committee (FOMC) oversees the Fed’s open mar-
ket operations. Members of the FOMC are the chairman of the Board of Governors, the
other Fed governors, the president of the Federal Reserve Bank of New York, and the pres-
idents of 4 of the other 11 Federal Reserve Banks (who serve on a rotating basis). The
chairman of the Board of Governors serves as chairman of the FOMC. Only 5 Federal
Reserve bank presidents are voting members of the FOMC, but all 12 attend meetings and
participate in discussions. The president of the Federal Reserve Bank of New York is always
a voting member. The committee meets in Washington, DC, eight times each year.

In recent decades, the FOMC has been at the center of Fed policymaking. As we
will discuss in Chapter 15, until the financial crisis of 2007–2009, the Fed’s most
important policy tool was setting the target for the federal funds rate, which is the
interest rate that banks charge each other on short-term loans. During the financial
crisis, Fed Chairman Ben Bernanke needed to make decisions rapidly and to use new
policy tools. As a result, the focus of monetary policy moved away from the FOMC. As
more normal conditions return to the economy and financial system, the FOMC is
likely to resume its previous importance.

Prior to each meeting, FOMC members access data from three books: The
“Greenbook,” prepared by board staff, contains a national economic forecast for the
next two years; the “Bluebook,” also prepared by board staff, contains projections for
monetary aggregates and other information useful in providing context for alternative
monetary policies; and the “Beige Book,” prepared by the reserve banks, contains sum-
maries of economic conditions in each district. At the end of each meeting, after all
members of the Board of Governors and all District Bank presidents have been heard
from, Chairman Bernanke summarizes the discussion. The FOMC then takes a formal
vote that sets a target for the federal funds rate. The committee summarizes its views

Federal Open Market
Committee (FOMC) The
12-member Federal
Reserve committee that
directs open market
operations.
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in a public statement of the balance or risks between higher inflation and a weaker
economy. Typically, the board’s staff has prepared three statements with slightly differ-
ent language for the members to choose from. In times of uncertainty over the Fed’s
future policy, the precise wording of the statement can be very important. To reach its
target for the federal funds rate, the Fed needs to adjust the level of reserves in the
banking system by buying and selling Treasury securities. The FOMC doesn’t itself buy
or sell securities for the Fed’s account. Instead, it issues a directive to the Fed’s trading
desk at the Federal Reserve Bank of New York. There, the manager for domestic open
market operations carries out the directive by buying and selling Treasury securities
with primary dealers, which are private financial firms that deal in these securities.

Making the Connection

On the Board of Governors, Four Can Be a Crowd
Because the Fed’s most important monetary policy tool is setting the target for the fed-
eral funds rate, by the 1980s, the key monetary policy debates within the Fed took place
during meetings of the FOMC. Economists and Wall Street analysts closely watched
the outcome of each meeting for clues about the direction of Fed policy. During the
financial crisis of 2007–2009, however, it became clear that the Fed could not confine
its actions to changes in the target for the federal funds rate. As in other recessions, the
FOMC moved quickly to cut the target beginning in September 2007. But by
December 2008, the target had effectively been cut to zero, yet the economy continued
to contract, and the financial system was in crisis.

As we saw in discussing the financial crisis in Chapter 12, Fed Chairman Ben
Bernanke instituted a series of policy actions, some of which were unprecedented.
Because events were moving swiftly, waiting for the next FOMC meeting to discuss
potential policy moves was not feasible. In addition, because the FOMC consists of all
the members of the Board of Governors and the 12 District Bank presidents, its size
was a barrier to quick decision making. The alternative of relying on the Board of
Governors was also problematic. In 1976, Congress passed the Government in the
Sunshine Act, which requires most federal government agencies to give public notice
before a meeting. If four or more members of the Board of Governors meet to consid-
er a policy action, it is considered an official meeting under the act and cannot be held
without prior public notice. Given that Bernanke needed to make decisions rapidly as
events unfolded hour by hour, the requirement of prior public notice made it infeasi-
ble for him to meet with more than two other members of the Board of Governors.

As a result, Bernanke relied on an informal group of advisers consisting of Board
of Governors members Donald Kohn and Kevin Warsh and New York District Bank
president Timothy Geithner. Geithner was a member of the FOMC but not of the
Board of Governors, so his presence at meetings did not trigger the Sunshine Act
requirement. The “four musketeers,” as they came to be called, were the key policymak-
ing body at the Fed for the duration of the crisis. The unintended consequence of the
Sunshine Act requirements was to drastically limit the input of the other members of
the Board of Governors into monetary policymaking.

Source: David Wessel, In Fed We Trust: Ben Bernanke’s War on the Great Panic, New York: Crown
Business, 2009.

Test your understanding by doing related problem 1.13 on page 407 at the end of
this chapter.
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Power and Authority Within the Fed
Congress designed the Federal Reserve System to have checks and balances to ensure that
no one group could control it. There was therefore little central (or national) control of
the system during its first 20 years, as the Governors Conference, consisting of the heads
of the 12 reserve banks, vied with the Federal Reserve Board in Washington for control
of the system. After the severe banking crisis of the early 1930s, many analysts conclud-
ed that the decentralized District Bank system could not adequately respond to national
economic and financial disturbances. The Banking Acts of 1933 and 1935 gave the Board
of Governors authority to set reserve requirements and the FOMC the authority to direct
open market operations. The Banking Act of 1935 also centralized the Board of
Governors’ control of the system, giving it a majority (7 of 12) of seats on the FOMC. In
addition, the secretary of the Treasury and the comptroller of the currency were removed
from the Board of Governors, thereby increasing the Fed’s independence.

The Board of Governors and the FOMC exert most of the Fed’s formal influence
on monetary policy. However, many Fed watchers believe that the informal authority
of the chairman, the staff of the board, and the FOMC predominates. In other words,
the informal power structure within the Fed is more concentrated than the formal
power structure. Because the Federal Reserve Bank of New York always occupies a seat
on the FOMC, the president of that bank also can be quite influential. Figure 13.2
shows the organizational and power-sharing arrangements within the Fed. Ultimately,
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Figure 13.2 Organization and Authority of the Federal Reserve System

The Federal Reserve Act of 1913 established the Federal Reserve System and
incorporated a series of checks and balances into the system. However,

informal power within the Fed is more concentrated in the hands of the
chairman of the Board of Governors than the formal structure suggests.•
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the Fed chairman wields the most power in the system. Some board members and
District Bank presidents on the FOMC may challenge the chairman’s agenda, but the
chairman’s influence still prevails.

Member banks, which are the nominal owners of Federal Reserve Banks, have lit-
tle actual influence within the system. The distinction between ownership and control
within the Federal Reserve System is clear: Member banks own shares of stock in the
Federal Reserve Banks, but this ownership confers none of the rights that are typically
granted to shareholders of private corporations. Member banks receive a fixed 6%
annual dividend, regardless of the Fed’s earnings, and so do not have the residual claim
to a firm’s profits that shareholders in a private corporation enjoy. Moreover, member
banks have virtually no control over how their stakes in the system are used because
the Board of Governors in Washington, DC, formulates policy. Although member
banks elect the six Class A and Class B directors, these are not contested elections.
Officials at the Federal Reserve Bank or the Board of Governors typically suggest the
one candidate for each position.

Changes to the Fed Under the Dodd-Frank Act
The severity of the financial crisis and some of the unprecedented policy actions taken
by the Fed during that time led many economists and policymakers to reconsider the
role of the Fed in the financial system. During the long debate over financial reform,
members of Congress offered many proposals to alter the Fed’s structure or its respon-
sibilities. When the Dodd-Frank Wall Street Reform and Consumer Protection Act
finally passed in July 2010, however, its changes to the Fed were relatively minor. The
following are the main provisions of the bill that affect the Fed:

● The Fed was made a member of the new Financial Stability Oversight Council,
along with members of nine other regulatory agencies, including the SEC and the
FDIC. Although how the council will operate in practice remains to be seen,
Congress intends for it to increase capital requirements at financial firms and pro-
vide a mechanism for closing insolvent firms in a way that does not result in finan-
cial instability. The objective is to avoid situations, such as the failure of Lehman
Brothers in 2008, in which the insolvency of one large financial firm threatens the
stability of the system.

● One member of the Board of Governors is now designated the vice chairman for
supervision, with particular responsibility for coordinating the Fed’s regulatory
actions.

● As we saw at the beginning of the chapter, the Government Accountability Office
(GAO) was ordered to perform an audit of the emergency lending programs the
Fed had carried out during the financial crisis.

● As already mentioned, the Class A directors of the Federal Reserve Banks will no
longer participate in elections of the bank presidents.

● To increase the transparency of its operations, the Fed was ordered to disclose the
names of financial institutions to which it makes loans and with which it buys and
sells securities.

● A new Consumer Financial Protection Bureau was established at the Fed. Although
the bureau will be physically located at the Fed and its budget will come from Fed
revenues, Fed officials will have no managerial oversight of it. The bureau’s direc-
tor will be appointed by the president and confirmed by the Senate and will func-
tion independently of other Fed officials. The purpose of the bureau is to write
rules concerning consumer protection that will apply to all financial firms. Some
of the responsibility that the Fed had for regulating consumer lending is trans-
ferred to the bureau.

Dodd-Frank Wall Street
Reform and Consumer
Protection Act Legislation
passed during 2010 that
was intended to reform
regulation of the financial
system.
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How the Fed Operates
The government created the Fed to manage the banking system and the money supply.
Lacking a constitutional mandate, the Fed operates in a political arena, and it is sub-
ject to pressure by members of Congress and the White House. The Fed also exerts
power in economic policymaking because of its role in the money supply process. In
this section, we describe how the Fed operates in the political environment, and we dis-
cuss the debate over the independence of the central bank.

Handling External Pressure
Congress intended the Federal Reserve System to operate largely independently of
external pressures from the president, Congress, the banking industry, and business
groups. Board members are appointed for long, nonrenewable terms of office, reduc-
ing any one president’s influence on the board’s composition and reducing the temp-
tation for governors to take actions merely to please the president and Congress.

The Fed’s financial independence allows it to resist external pressure. Generally, fed-
eral agencies must ask Congress for the funds they need to operate. Congress scrutinizes
these budgetary requests and can reduce the amounts requested by agencies that have
fallen out of favor with key members of the House or Senate. Not only is the Fed exempt
from this process, but it is also a profitable organization that actually contributes funds
to the Treasury rather than receiving funds from it. Most of the Fed’s earnings come
from interest on the securities it holds, with smaller amounts coming from interest on
discount loans and fees that are received from financial institutions for check-clearing
and other services. In 2009, the Fed’s net income exceeded $50 billion—substantial
profits when compared with even the largest U.S. corporations. For instance, Microsoft
averaged about $20 billion in profits annually between 2006 and 2010, while IBM aver-
aged about $14 billion during the same period. Unlike with these corporations, howev-
er, any income the Fed earns in excess of its expenses is transferred to the U.S. Treasury.

Despite the attempt to give the Fed independence, it isn’t completely insulated
from external pressure. First, the president can exercise control over the membership
of the Board of Governors. Often, governors do not serve their full 14-year terms
because they can earn higher incomes in private business. Therefore, a president who
serves two terms in office may be able to appoint several governors. In addition, the
president may appoint a new chairman every four years. A chairman who is not reap-
pointed may serve the remainder of his or her term as a governor but traditionally
resigns, thereby giving the president another vacancy to fill.

Second, although the Fed’s significant net income exempts it from requesting
money from Congress, the Fed remains a creation of Congress. The U.S. Constitution
does not specifically mandate a central bank, so Congress can amend the Fed’s charter
and powers—or even abolish it entirely. Members of Congress are usually not shy
about reminding the Fed of this fact. In the middle and late 1970s, Congress forced the
Fed to explain its goals and procedures. Passed in 1975, House Concurrent Resolution
133 requires the Fed to announce targets for the growth of monetary aggregates. In
addition, the Humphrey-Hawkins Act (officially the Full Employment and Balanced
Growth Act of 1978) requires the Fed to explain how these targets are consistent with
the president’s economic objectives. Most recently, the Dodd-Frank Act changed some
aspects of the Fed’s organization and procedures. Nevertheless, in practice, Congress
has not limited the Fed’s ability to conduct an independent monetary policy.

Examples of Conflict between the Fed and the Treasury
Elected officials lack formal control of monetary policy, which has occasionally resulted
in conflicts between the Fed and the president, who is often represented by the secretary
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of the Treasury. During World War II, the Roosevelt administration increased its control
over the Fed. To help finance wartime budget deficits, the Fed agreed to hold interest
rates on Treasury securities at low levels: 0.375% on Treasury bills and 2.5% on Treasury
bonds. The Fed could keep interest rates at these low levels only by buying any bonds that
were not purchased by private investors, thereby predetermining (pegging) the rates.
When the war ended in 1945, the Treasury wanted to continue this policy, but the Fed
didn’t agree. The Fed’s concern was inflation: Larger purchases of Treasury securities by
the Fed could increase the growth rate of the money supply and the rate of inflation.
After the war, the government lifted the price controls that had restrained inflation.

Fed Chairman Marriner Eccles particularly objected to the rate-fixing policy. His
opposition to the desires of the Truman administration cost him the Fed chairmanship
in 1948, although he continued to fight for Fed independence during the remainder of
his term as a governor. On March 4, 1951, the federal government formally abandoned
the wartime policy of fixing the interest rates on Treasury securities with the
Treasury–Federal Reserve Accord. This accord was important in reestablishing the abil-
ity of the Fed to operate independently of the Treasury.

Conflicts between the Treasury and the Fed didn’t end with that accord, however.
For example, President Ronald Reagan and Federal Reserve Chairman Paul Volcker
argued over who was at fault for the severe economic recession of the early 1980s. Reagan
blamed the Fed for soaring interest rates. Volcker held that the Fed could not take action
to bring interest rates down until the budget deficit—which results from policy actions
of the president and Congress—was reduced. Similar conflicts occurred during the
administrations of George H. W. Bush and Bill Clinton, with the Treasury frequently
pushing for lower short-term interest rates than the Fed considered advisable.

During the financial crisis of 2007–2009, the Fed worked closely with the Treasury.
The two worked so closely, in fact, that some economists and policymakers worried
that the Fed might be sacrificing some of its independence. The frequent consultations
between Fed Chairman Ben Bernanke and then Treasury Secretary Henry Paulson dur-
ing the height of the crisis in the fall of 2008 were a break with the tradition of Fed
chairmen formulating policy independently of the administration. If such close collab-
oration were to continue, it would raise the question of whether the Fed would be able
to pursue policies independent of those of the administration in power. A proposal in
early 2010 that the president of the United States appoint the presidents of the District
Banks raised further concerns about Fed independence. In the end, though, the provi-
sions of the Dodd-Frank Act did little to undermine Fed independence.

Factors That Motivate the Fed
We have shown that the Fed has considerable power over monetary policy. Let’s now
examine alternative explanations of how the Fed decides to use its power. We consider
two views of Fed motivation: the public interest view and the principal–agent view.

The Public Interest View The usual starting point for explaining the motivation of
business managers is that they act in the interest of the constituency they serve: the
shareholders. The public interest view of Fed motivation holds that the Fed, too, acts
in the interest of its primary constituency (the general public) and that it seeks to
achieve economic goals that are in the public interest. Examples of such goals are price
stability, high employment, and economic growth.

Does the evidence support the public interest view of the Fed? Some economists
argue that it doesn’t appear to with regard to price stability. The record of persistent
inflation since World War II, particularly the high rates of inflation during the late 1970s
and early 1980s, undercuts the claim that the Fed has emphasized price stability. Other

Public interest view A
theory of central bank deci-
sion making that holds that
officials act in the best
interest of the public.
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economists, though, argue that the Fed’s record with respect to price stability is relative-
ly good and that the high inflation rates of the 1970s were primarily due to soaring oil
prices, to which the Fed was at first uncertain how to react. There are similar debates
over the Fed’s contributions to the stability of other economic indicators.

The Principal–Agent View Many economists view organizations as having conflicting
goals. Although they are created to serve the public and perform a public service, govern-
ment organizations also have internal goals that might not match their stated mission. In
effect, public organizations face the principal–agent problem just as private corporations do.

Recall that when managers (agents) have little stake in their businesses, their
incentives to maximize the value of shareholders’ (principals’) claims may be weak. In
such situations, the agents don’t always act in the interest of the principals. Gordon
Tullock and Nobel laureate James Buchanan of George Mason University formulated
a principal–agent view of motivation in bureaucratic organizations such as the Fed.
This view contends that the objective of bureaucrats is to maximize their personal
well-being—power, influence, and prestige—rather than the well-being of the general
public. So, the principal–agent view of Fed motivation predicts that the Fed acts to
increase its power, influence, and prestige as an organization, subject to constraints
placed on it by principals such as the president and Congress.

If the principal–agent view accurately explains the Fed’s motivation, we would
expect the Fed to fight to maintain its autonomy—which it does. The Fed has frequently
resisted congressional attempts to control its budget. In fact, the Fed has been very suc-
cessful at mobilizing constituents (such as bankers and business executives) in its own
defense. Although early drafts of the 2010 legislation to overhaul the financial regulatory
system included provisions that would have reduced the Fed’s independence and its reg-
ulatory power, the Fed successfully lobbied Congress to strip most of these provisions
from the final version of the Dodd-Frank Act. Supporters of the public interest view,
though, argue that the Fed guards its autonomy so as to better serve the public interest.

Proponents of the principal–agent view also think that the Fed would avoid con-
flicts with groups that could limit its power, influence, and prestige. For example, the
Fed could manage monetary policy to assist the reelection efforts of presidential
incumbents who are unlikely to limit its power. The result would be a political busi-
ness cycle, in which the Fed would try to lower interest rates to stimulate economic
activity before an election to earn favor with the incumbent party running for reelec-
tion. After the election, the economy would pay the piper, when the Fed contracted
economic activity to reduce the inflationary pressure caused by its earlier expansion—
but, by then, the president who was sympathetic to the Fed would have been reelected.
The facts for the United States don’t generally support the political business cycle the-
ory, however. For example, an expansion of money supply growth preceded President
Richard Nixon’s reelection in 1972, but a contraction of money supply growth preced-
ed President Jimmy Carter’s and President George H. W. Bush’s unsuccessful bids for
reelection in 1980 and 1992, respectively.

Nevertheless, the president’s desires may subtly influence Fed policy. One study of
the influence of politics on changes in monetary policy from 1979 through 1984 meas-
ured the number of times members of the administration were quoted about desired
changes in monetary policy in articles appearing in the Wall Street Journal. The author
found a close correlation between changes in monetary policy and the number of these
signals from the administration that they desired a policy change.1

Principal–agent view A
theory of central bank
decision making that holds
that officials maximize their
personal well-being rather
than that of the general
public.

Political business cycle
The theory that
policymakers will urge the
Fed to lower interest rates
to stimulate the economy
prior to an election.

1Thomas Havrilesky, “Monetary Policy Signaling from the Administration to the Federal Reserve,” Journal
of Money, Credit, and Banking, Vol. 20, No. 1, February 1988, pp. 83–101.
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One criticism of the principal–agent view addresses the need to separate the Fed’s
intentions from external pressure: The Fed itself might want to act in one way, whereas
Congress and the president might try to get the Fed to pursue other goals. The
principal–agent view also fails to explain why Congress allows the Fed to be relatively
independent through self-financing. Some economists suggest that the Fed may pro-
vide Congress with long-run benefits through self-financing. If self-financing gives the
Fed an incentive to conduct more open market purchases, thereby expanding the
money supply, the Treasury will collect more tax revenue that Congress can spend.

Fed Independence
Usually, the political issue of Fed independence arises not because of disagreement
over monetary policy or even over the role of the Fed in managing monetary policy,
but because of the public’s negative reaction to Fed policy. For example, legislation
introduced in Congress in 1982 to decrease the Fed’s autonomy stemmed from pub-
lic reaction to high interest rates. We now analyze the arguments for and against Fed
independence.

Arguments for Fed Independence The main argument for Fed independence is that
monetary policy—which affects inflation, interest rates, exchange rates, and economic
growth—is too important and technical to be determined by politicians. Because of
the frequency of elections, politicians may be shortsighted, concerned with short-term
benefits without regard for potential long-term costs. The short-term desire of politi-
cians to be reelected may clash with the country’s long-term interest in low inflation.
Therefore, the Fed cannot assume that the objectives of politicians reflect public sen-
timent. The public may well prefer that the experts at the Fed, rather than politicians,
make monetary policy decisions.

Another argument for Fed independence is that complete control of the Fed by
elected officials increases the likelihood of political business cycle fluctuations in the
money supply. For example, those officials might pressure the Fed to assist the
Treasury’s borrowing efforts by buying government bonds, which would increase the
money supply and fuel inflation.

Arguments Against Fed Independence The importance of monetary policy for the
economy is also the main argument against central bank independence. Supporters of
this argument claim that in a democracy, elected officials should make public policy.
Because the public can hold elected officials responsible for perceived monetary policy
problems, some analysts advocate giving the president and Congress more control over
monetary policy. The counterargument to the view that monetary policy is too techni-
cal for elected officials is that national security and foreign policy also require sophis-
ticated analysis and a long time horizon, and these functions are entrusted to elected
officials. In addition, critics of Fed independence argue that placing the central bank
under the control of elected officials could confer benefits by coordinating and inte-
grating monetary policy with government taxing and spending policies.

Those who argue for greater congressional control make the case that the Fed has
not always used its independence well. For example, some critics note that the Fed
failed to assist the banking system during the economic contraction of the early 1930s.
Another example that many economists cite is that Fed policies were too inflationary
in the 1960s and 1970s. Finally, some analysts believe that the Fed ignored the housing
market bubble in the early 2000s and then moved too slowly to contain the effects on
the financial system when the bubble finally burst in 2006.
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Concluding Remarks Economists and policymakers don’t universally agree on the
merits of Fed independence. Under the present system, however, the Fed’s independ-
ence is not absolute, and so it sometimes satisfies one or the other group of critics. In
practice, debates focus on proposals to limit Fed independence in some respects, not
to eliminate its formal independence. The extended debate over the Dodd-Frank Act
gave critics of Fed independence the opportunity to have a number of proposals con-
sidered. In the end, though, there was support among a majority of Congress for only
relatively minor changes to the law.

Making the Connection

End the Fed?
The U.S. Constitution does not explicitly give the federal government the authority to
establish a central bank. This fact entered into the debate over the First and Second
Banks of the United States in the early nineteenth century. Some of the opponents of
those banks saw them as a means of exerting federal power over the states in a way that
was not authorized in the Constitution. Many slaveholders in the South opposed the
Second Bank of the United States partly because they feared that if the federal govern-
ment claimed to have the power to establish a central bank, it might also claim to have
the power to abolish slavery.

During the debate over the Federal Reserve Act in 1913, the issue of whether a cen-
tral bank was constitutional was raised again. The standard argument in favor of the
constitutionality of the Federal Reserve is that Article 1, Section 8 of the U.S.
Constitution states that Congress has the power “To coin money [and] regulate the
value thereof. . . .” Congress delegated this power to the Federal Reserve under the
Federal Reserve Act. The federal courts have upheld the constitutionality of the Federal
Reserve Act, notably in the 1929 case Raichle v. Federal Reserve Bank of New York.

Modern arguments against the Fed have been mostly based not on its supposed
unconstitutionality but on the issue of whether an independent central bank is the best
means of carrying out monetary policy. During 2008, Congressman Ron Paul ran for
the Republican nomination for president and argued forcefully that the Federal
Reserve should be abolished. His book End the Fed became a bestseller. Among the
benefits he saw from abolishing the Fed were “stopping the business cycle, ending infla-
tion, building prosperity for all Americans, and putting an end to the corrupt collabo-
ration between government and banks. . . .” In addition to abolishing the Fed,
Congressman Paul advocated a return to the gold standard and a move to 100%
reserve banking of the type we discussed in Chapter 12.

In the debate in Congress during 2009 and 2010 over ways to reform regulation of
the financial system, calls to abolish the Fed did not gain much support. But several pro-
posals to significantly restructure the Fed or reduce its independence were included in
early versions of the bill. For example, the House Financial Services Committee voted in
favor of a provision sponsored by Congressman Paul that would have allowed the
Government Accountability Office (GAO) to audit the Fed’s monetary policy actions.
Fed officials protested that allowing the GAO, an arm of Congress, to monitor their pol-
icy actions would serve to greatly reduce their independence. Another provision in
drafts of the bill would have stripped the Fed of most of its supervisory authority over
banks, while yet another provision would have made the District Bank presidents pres-
idential appointees. None of these provisions survived in the final version of the Dodd-
Frank Act that became law in July 2010.
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Central Bank Independence Outside the United States
The degree of central bank independence varies greatly from country to country.
When we compare the structure of the Fed with that of central banks in Canada,
Europe, and Japan, some patterns emerge. First, in countries in which central bank
board members serve fixed terms of office, none is as long as the 14-year term for
Federal Reserve governors, implying nominally greater independence in the United
States. Second, in those other countries, the head of the central bank has a longer term
of office than the four-year term of office of the chairman of the Board of Governors
in the United States, implying somewhat greater political control in the United States.

The overall degree of independence of the central bank varies. An independent
central bank is free to pursue its goals without direct interference from other govern-
ment officials and legislators. Most economists believe that an independent central
bank can more freely focus on keeping inflation low. The European Central Bank is, in
principle, extremely independent, whereas the Bank of Japan and the Bank of England
traditionally have been less independent, though by the late 1990s, both had become
more independent and more focused on price stability.

The Bank of England, founded in 1694 and one of the world’s oldest central banks,
obtained the power to set interest rates independently of the government in 1997. The
government can overrule the Bank of England in “extreme circumstances,” but to date
it has not done so. The chancellor of the exchequer does, however, set the Bank of
England’s inflation target. Interest rate determination falls to the Monetary Policy
Committee, whose members are the Bank of England’s governor, two deputy gover-
nors, two members appointed by the governor (after consulting with the chancellor of
the exchequer), and four external economic experts named by the chancellor.

The Bank of Japan Law, in force since April 1998, gives the Policy Board more auton-
omy to pursue price stability. Policy Board members include the governor, two deputy
governors, and six outside members named by the cabinet and confirmed by the Diet,
which is Japan’s national legislature. While the government may send representatives to
meetings of the policy board, it lacks a vote. The Ministry of Finance does, however,
retain control over parts of the Bank of Japan’s budget unrelated to monetary policy.

The Bank of Canada has an inflation target as a goal for monetary policy, but that
target is set jointly by the Bank of Canada and the government. While the government
has since 1967 had the final responsibility for monetary policy, the Bank of Canada has
generally controlled monetary policy. The finance minister can direct the bank’s action,
but such direction must be written and public, and none has been issued up to this time.

The push for central bank independence to pursue a goal of low inflation has
increased in recent years. Indeed, in most of the industrialized world, central bank inde-
pendence from the political process is gaining ground as the way to organize monetary

Given the Fed’s power and the fact that its officials are unelected, it seems inevitable
that its role will remain a subject of debate among economists and policymakers.

Sources: Ron Paul, End the Fed, New York: Grand Central Publishing, 2009; Edmund L. Andrews,
“Senator Moves to Hold Up Bernanke Confirmation,” New York Times, December 2, 2009; and
Stephen Labton, “Senate Plan Would Expand Regulation of Risky Lending,” New York Times,
November 10, 2009.

Test your understanding by doing related problem 2.11 on page 408 at the end of
this chapter.
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authorities. In practice, the degree of actual independence in the conduct of monetary
policy varies across countries. What conclusions should we draw from differences in
central bank structure? Many analysts believe that an independent central bank
improves the economy’s performance by lowering inflation without raising output or
employment fluctuations. In a study we discussed in Chapter 2, Alberto Alesina and
Lawrence Summers found that the countries with the most independent central banks
had the lowest average rates of inflation during the 1970s and 1980s. The countries with
much less independent central banks had significantly higher rates of inflation.

What constitutes meaningful central bank independence? Economists emphasize
that declarations by a government that the country’s central bank is independent are
insufficient. The central bank must be able to conduct policy without direct interfer-
ence from the government. The central bank also must be able to set goals for which it
can be held accountable. The leading example of such a goal is a target for inflation.
Central banks in Canada, Finland, New Zealand, Sweden, and the United Kingdom
have official inflation targets, as does the European Central Bank. The U.S. Fed has an
informal inflation target, but many economists have urged that the Fed adopt an
explicit inflation target.

The European Central Bank
As part of the move toward economic integration in Europe, the European Central
Bank (ECB) is charged with conducting monetary policy for the 16 countries that par-
ticipate in the European Monetary Union, or Eurosystem, and use the euro as their
common currency. Representatives of many European nations signed an important
agreement in Maastricht, the Netherlands, in December 1991. This agreement detailed
a gradual approach to monetary union to be completed between 1994 and 1999.
Although the monetary union did not become effective until January 1, 1999, ground-
work for the ECB had been laid in advance.

The ECB’s organization is in some respects similar to that of the U.S. Fed. The
ECB’s executive board, chaired in 2010 by Jean-Claude Trichet, who serves as president
of the ECB, has six members who work exclusively for the bank. Board members (a
vice president and four others) are appointed by the heads of state and government,
based on the recommendation of the Council of Ministers of Economics and Finance,
after consulting the European Parliament and the Governing Council of the ECB.
Executive board members serve nonrenewable eight-year terms. Also participating in
the governance of the ECB are the governors of each of the member national central
banks, each of whom serves a term of at least five years. The long terms of office are
designed to increase the political independence of the ECB.

In principle, the ECB has a high degree of overall independence, with a clear man-
date to emphasize price stability, following the lead of the Bundesbank (Germany’s
central bank), and it is free from interference by the European Union or national gov-
ernments in the conduct of policy. Moreover, the ECB’s charter can be changed only
by changing the Maastricht Treaty, which would require the agreement of all the coun-
tries that signed the original treaty. Whether legal independence is enough to guaran-
tee actual independence is another matter, however. Based on the historical experience
of the Federal Reserve, there may be cause for concern about the ECB. The decentral-
ized central banking system envisioned in the original Federal Reserve Act of 1913 led
to power struggles within the system and offered no mechanism to achieve consensus
during the financial crisis of the early 1930s. National central banks have considerable
power in the ECB. The governors of the European System of Central Banks (ESCB)
hold a majority of votes in the ECB’s governing council. And national central banks
collectively have a much larger staff than the ECB.
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Where might conflict arise? While the ECB statute emphasizes price stability,
countries have argued over the merits of expansionary or contractionary monetary
policy. This conflict became particularly evident during the financial crisis of
2007–2009, when countries such as Greece, Spain, and Ireland suffered severe declines
in production and employment and urged that the ECB follow a more expansionary
policy. Countries such as Germany that had fared better during the financial crisis were
reluctant to see the ECB abandon its inflation target.

The European Central Bank and the 2010 Sovereign Debt Crisis
The European Central Bank has a complicated mission. Unlike the Fed, the Bank of
England, or the Bank of Japan, which conduct monetary policy for a single country,
the ECB is responsible for the monetary policy of the 16 sovereign countries that use
the euro as their currency. The 2007–2009 financial crisis and the recession that
accompanied it affected these 16 countries to differing extents. Even before euro coins
and paper currency were introduced in 2002, some economists voiced doubts that a
single currency controlled by one central bank could work, given the differences
among the economies of the countries participating. Typically, during a recession, a
country’s central bank can pursue an expansionary policy that is as aggressive as might
be needed. But during the 2007–2009 recession, the 16 countries that are part of the
European Monetary Union had to rely on the ECB and were not able to pursue inde-
pendent policies.

The recession hit some countries much harder than others. In mid-2010, the
unemployment rate of 7.6% in Germany was actually below what it had been before
the recession had begun, while the unemployment rates in Spain, Greece, Ireland, and
Portugal were well above 10%. The countries in which unemployment was high would
have preferred the ECB to follow a more expansionary policy than did Germany, where
officials continued to stress the importance of the ECB’s goal of price stability.

The countries where the recession had been particularly severe also suffered from
large government budget deficits as tax revenues declined and government spending
increased. To finance the deficits, these governments had to issue bonds, or sovereign
debt. By the spring of 2010, Greece had issued so many bonds that private investors
began to doubt that Greece could afford to continue making the interest payments on
this debt. Doubts also arose about debt issued by Ireland, Spain, and Portugal. The
resulting sovereign debt crisis posed a dilemma for the ECB: It could intervene to buy
some of the debt, but doing so might increase further the amount of liquidity in the
European financial system, raising expectations of higher future inflation. In addition,
buying debt might be seen as approving the poor budgetary policies of some of the
governments, thereby increasing moral hazard. On May 10, 2010, the ECB intervened
by buying 165 billion worth of bonds. ECB President Jean-Claude Trichet argued that
the intervention was necessary to ensure that the affected governments would still be
able to raise funds by selling bonds and to protect the solvency of European banks that
had purchased large amounts of these government bonds. The action resulted in con-
siderable controversy, however, and Axel Weber, the president of the German central
bank and a member of the ECB’s governing council, took the rare step of criticizing it
publicly.

Although by September 2010 the sovereign debt crisis appeared to be waning,
whether the European experiment of a single currency and a single central bank would
ultimately be successful remained in question.

:
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Answering the Key Question
Continued from page 384

At the beginning of this chapter, we asked the question:

“Should Congress and the president be given greater authority over the Federal Reserve?”

As we have seen in this chapter, almost since the founding of the Fed, economists and policymakers
have debated how independent the Fed should be from the rest of the government. In 1913, the
Federal Reserve Act placed the secretary of the Treasury and the comptroller of the currency—both
presidential appointees—on the Federal Reserve Board, making the secretary of the Treasury the
board’s chairman. In 1935, Congress removed these officials from the board to increase the Fed’s
independence. During the debate over financial reform in 2010, Congress gave serious considera-
tion to allowing the president to appoint the presidents of the 12 reserve banks, although this pro-
posal was dropped from the final version of the Dodd-Frank Act. Given its importance in the finan-
cial system, it seems inevitable that economists and policymakers will continue to debate the merits
of the Fed’s independence.

Before moving to the next chapter, read An Inside Look at Policy on the next page
for a discussion of the views of recent nominees to the Fed’s Board of Governors on
the question of the Fed’s increased role in the financial system.



U.S. Senate Questions Three
Nominees to Fed’s Board of Governors

AN INSIDE LOOK AT POLICY

NEW YORK TIMES

prices would be in the financial sys-
tem. . . . [We] failed to understand
just how seriously the mortgage
standards, the underwriting stan-
dards, had declined, what had hap-
pened with the complexity of secu-
ritization and the risks that were
building in the financial system. . . .”

“With unemployment still
painfully high, job creation must
be a high priority of monetary pol-
icy,” Ms. Yellen said.

The second nominee, Sarah
Bloom Raskin . . . noted the
“pervasive social costs” of jobless-
ness. She said the Fed’s success in
the last 30 years in curbing infla-
tion was “only a partial victory
when many American households
continue to face the perils of
unemployment. . . .”

The third nominee, Peter A.
Diamond, an economics professor
at the Massachusetts Institute of
Technology, taught Ben S.
Bernanke. . . . “A central theme of
my research career has been how
the economy deals with risks . . .”
Mr. Diamond said.

[The] hearing was sparsely
attended. . . . The committee chair-
man, Christopher J. Dodd . . . and
the committee’s top Republican,
Richard C. Shelby . . . both had to
leave to vote on the regulatory
legislation.

Mr. Dodd noted the surprising
turnaround in the Fed’s status since

a

he released draft legislation last year
in response to the financial crisis.
“To be very blunt, that draft bill con-
templated removing all of the Fed’s
authority in areas where it had
performed poorly, leaving it with
responsibility primarily over mone-
tary policy,” he told the nominees.
“However, as we worked through the
legislative process, it became clear
that the political will of the Congress
was to retain and strengthen the
Fed’s supervisory role.” . . .

Ms. Raskin . . . said that regula-
tors did not devote enough atten-
tion to the importance of capital
and of banks’ off-balance-sheet
assets leading up to the crisis, . . .

Mr. Shelby, who noted that Mr.
Diamond had once described him-
self as a “card-carrying behavioral
economist,” elicited a response that
suggested that personal financial
literacy would continue to be a
focus for Mr. Diamond. . . .

“Behavioral economics draws
heavily on cognitive psychology,
and cognitive psychology is very
aware of the difficulty for inexperi-
enced people in interpreting
complicated elements,” he said.

Source: From The New York Times,
© July 16, 2010, The New York Times. All
rights reserved. Used by permission and
protected by the Copyright Laws of the
United Sates. The printing, copying,
redistribution, or retransmission of the
Material without express written permis-
sion is prohibited.

b

Fed Nominees
Support Expanded
Duties

Hours before the Senate
approved a far-reaching overhaul
of Wall Street regulations . . .
President Obama’s three nominees
to the board of the Federal Reserve
said they were prepared to help the
central bank handle its vastly
expanded duties. . . .

“We must work together . . . so
that our country never again suf-
fers such a devastating episode of
financial instability,” Janet L. Yellen,
the nominee for vice chairwoman
of the Fed, testified to the Senate
banking committee.

. . . The appointments come at
a time when the Fed’s traditional
mandate . . . is being enlarged to
include financial stability and over-
sight for all “systemically impor-
tant” financial institutions, not just
big banks.

The paradox that the Fed, after
failing to rein in the subprime lend-
ing boom, is getting broad new pow-
ers was not lost on Ms. Yellen. . . .
Under questioning, she was blunt in
admitting the central bank’s
shortcomings.

“We failed completely to under-
stand the complexity of what the
impact of the decline . . . in housing

c
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Key Points in the Article
As the U.S. Senate was nearing passage
of a financial reform bill in 2010, the
Senate Banking Committee heard testi-
mony from three nominees to the
Federal Reserve Board. Janet Yellen,
nominated to be the vice chair, admitted
that the Fed had failed to anticipate how
the decline in housing prices would
affect the financial system and stated
that job creation would be a high priority
for monetary policy. Sarah Bloom Raskin,
the second nominee to the board, stated
her concern for the social costs of job-
lessness. The third nominee was Peter
Diamond, an economics professor from
the Massachusetts Institute of
Technology. Christopher Dodd, chairman
of the Banking Committee, said that the
draft financial reform legislation called
for removing much of the Fed’s authori-
ty in areas where it did not perform well
during the financial crisis. However, the
Senate subsequently supported retaining
and strengthening the Fed’s supervisory
role. Raskin testified that financial regu-
lators did not devote enough attention
to banks’ capital and off-balance-sheet
assets prior to the crisis. Peter Diamond
commented on the relevance of behav-
ioral economics in understanding the dif-
ficulty people have in interpreting
complicated financial events.

Analyzing the News
In July 2010, the Senate Banking 
Committee heard testimony from

three nominees to the Federal Reserve
Board of Governors, which would be
granted new responsibilities as a result
of the soon-to-be-passed financial
reform legislation. At the time, there
were only four members of the Board of

Governors, including the chairman, Ben
Bernanke (see the table above).
Governors are nominated by the presi-
dent and confirmed by the U.S. Senate.
The Senate Banking Committee voted in
favor of the nominations of Janet Yellen,
Sarah Bloom Raskin and Peter Diamond.
In late September, the Senate confirmed
Yellen and Raskin, but sent the nomina-
tion of Peter Diamond back to the presi-
dent. The president renominated
Diamond, although some Senators were
concerned about his lack of experience
with macroeconomic policy. 

In her testimony, Janet Yellen 
criticized the response of the

Federal Reserve to the financial crisis, in
particular the failure of the Fed to
understand the impact that the decline
in housing prices would have on the
entire financial system.

Senator Christopher Dodd, chairman 
of the Senate Banking Committee,

said that early drafts of the act had
removed much of the Fed’s authority, but

the act that was passed by Congress and
signed into law by President Obama soon
after the committee hearings, actually
expanded the authority of the Federal
Reserve. For example, the Board of
Governors was granted increased powers
to require “stress tests” for financial
institutions and to require large 
financial institutions to develop liqui-
dation plans. 

THINKING CRITICALLY 
1. The Senate, at least temporarily,

rejected one of the three persons
President Obama had nominated to
the Federal Reserve Board of
Governors. Why might the Senate
have been likely to closely examine
the president’s nominees in these cir-
cumstances?

2. Look again at the quote from
Senator Dodd in part (c). Why might
Congress have decided against
significantly reducing the Fed’s
authority?
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Members of the Federal Reserve Board of Governors July 2010

Name Previous Experience Term Expires

Ben S. Bernanke Professor of Economics, Princeton
University

2020

Elizabeth A. Duke Virginia Bank Executive 2012

Kevin M. Warsh Special Assistant to the President 
for Economic Policy (2002–06)

2018

Daniel K. Tarullo Professor, Georgetown University 
Law Center

2022

Donald L. Kohn Financial Economist 2016 (resigned 2010)

Source: http://www.federalreserve.gov/

a

b

c

http://www.federalreserve.gov/
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KEY TERMS AND CONCEPTS

The Structure of the Federal Reserve System
Explain why the Federal Reserve System is structured the way it is.

SUMMARY
The Federal Reserve Act of 1913 created the Federal
Reserve System to serve as the central bank of the
United States. The act divided the United States into
12 Federal Reserve districts, each of which has a
Federal Reserve Bank. National banks must join the
Federal Reserve System, while state banks may choose
to join. When banks join the Federal Reserve System,
they are required to buy stock in their District Bank,
although they receive few of the usual rights and privi-
leges of shareholders. The Board of Governors, locat-
ed in Washington, DC, has seven members appointed
by the president of the United States. One member is
appointed chairman and serves a four-year, renewable
term. The 12-member Federal Open Market
Committee (FOMC) consists of the members of the
Board of Governors, the president of the Federal
Reserve Bank of New York, and the presidents of 4 of
the other 11 Federal Reserve Banks. The chairman of
the Board of Governors also serves as chairman of the
FOMC. Congress set up the Federal Reserve System to
have many formal checks and balances, but over time,
power has become concentrated in the Board of
Governors. In 2010, the Dodd-Frank Act expanded the
responsibilities of the Fed, while making several minor
changes in its operations.

Review Questions

1.1 What were the First and Second Banks of the
United States? What happened to these banks?

1.2 Why was the Federal Reserve System split into
12 districts?

1.3 What is the difference between a national bank
and a state bank? Which banks have to be mem-
bers of the Federal Reserve System?

1.4 What is the Board of Governors? How many
members does it have, and who appoints them?

1.5 What is the Federal Open Market Committee?
Who are its members?

1.6 What are the changes to the Fed under the
Dodd-Frank Act?

Problems and Applications

1.7 Why did Congress pass the Federal Reserve Act
in 1913, when the United States had functioned
without a central bank since 1836?

1.8 Why did Congress want the member banks to
own the Federal Reserve Banks? Does the cur-
rent relationship between the member banks
and the Reserve Banks indicate that Congress
achieved its goal?

1.9 According to economist Alan Meltzer of
Carnegie Mellon University, who has written
about the history of the Federal Reserve:

Tension between the [Federal Reserve] Board
and the reserve banks began before the System
opened for business. . . . [Paul] Warburg
described the problem. Dominance by the
Board would allow political considerations to
dominate decisions about interest rates.
Dominance by the reserve banks “would . . .
reduce the Board to a position of impotence.”

Paul Warburg was one of President Wilson’s ini-
tial appointments when the Federal Reserve
Board began operations in 1914.

a. Why did Congress set up a system that had
this tension between the Reserve Banks and
the Federal Reserve Board?

13.1
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b. Has the tension been resolved in the modern
Fed? If so, how?

Source: Allan H. Meltzer, A History of the Federal
Reserve, Volume I: 1913–1951, Chicago: University of
Chicago Press, 2003, p. 75.

1.10 David Wheelock of the Federal Reserve Bank of
St. Louis describes the following episode at the
beginning of the Great Depression:

Following the stock market crash [of October
1929], the Federal Reserve Bank of New York
used open market purchases [of Treasury
securities] and liberal discount window lend-
ing [to commercial banks] to inject reserves
into the banking system. . . . The Federal
Reserve Board reluctantly approved the New
York Fed’s actions ex post, but many mem-
bers expressed displeasure that the New York
Fed had acted independently.

a. What are the arguments for and against a
Federal Reserve Bank operating independently?

b. In the modern Fed, would it be possible for a
Reserve Bank to act as the New York Fed did
in 1929?

Source: David C. Wheelock, “Lessons Learned?
Comparing the Federal Reserve’s Responses to the
Crises of 1929–1933 and 2007–2009,” Federal Reserve
Bank of St. Louis Review, Vol. 92, No. 2, March/April
2010, pp. 97–98.

1.11 [Related to the Making the Connection on
page 387] Suppose Congress were to amend
the Federal Reserve Act and set up a new

commission to reexamine the Federal Reserve
district boundaries. What considerations should
the commission use in drawing the boundaries?
Would the boundaries be likely to be much
different than the original boundaries? Does it
matter as much today as it did in 1914 where
the district boundaries lie?

1.12 [Related to Solved Problem 13.1 on page 390]
Suppose that Bank of America pays a 2% annu-
al interest rate on checking account balances
while having to meet a reserve requirement of
10%. Assume that the Fed pays Bank of
America an interest rate of 0.25% on its hold-
ings of reserves and that Bank of America can
earn 7% on its loans and other investments.

a. How do reserve requirements affect the
amount that Bank of America can earn on
$1,000 in checking account deposits? Ignore
any costs Bank of America incurs on the
deposits other than the interest it pays to
depositors.

b. Is the opportunity cost to banks of reserve
requirements likely to be higher during a
period of high inflation or during a period of
low inflation? Briefly explain.

1.13 [Related to the Making the Connection on
page 392] What is the purpose of the
Government in the Sunshine Act? Was Fed
Chairman Bernanke justified in evading the
requirements of this act during the financial
crisis of 2007–2009?

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

How the Fed Operates
Explain the key issues involved in the Fed’s operations.

SUMMARY
The U.S. Constitution has no provision explicitly
authorizing a central bank, so the Fed must operate in a
political arena where it is subject to pressure from
members of Congress and White House officials. The
Fed is self-financing because it earns billions on its
holdings of Treasury securities, but it is still subject to
outside pressure. The president of the United States
appoints members of the Board of Governors, and

Congress can revise the Federal Reserve Act at any time.
Through the years, there have been conflicts between
the Fed and the U.S. Treasury. Economists have pro-
posed two views of the Fed’s motivation: The public
interest view holds that the Fed acts in the best interests
of the general public, while the principal–agent view
holds that Fed officials maximize their personal well-
being rather than that of the general public. If the
principal–agent view is correct, the result could be a

13.2
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political business cycle, in which policymakers urge the
Fed to lower interest rates to stimulate the economy
prior to elections. The main argument in favor of Fed
independence is that monetary policy is too important
and technical to be determined by politicians.
Opponents of Fed independence argue that, in a
democracy, elected officials should make public policy.

Review Questions

2.1. In what ways is the Fed subject to external
pressure?

2.2. How does the Fed obtain the funds it needs to
operate? Is this way of obtaining funds different
from how the Environmental Protection Agency
or the Federal Bureau of Investigation obtain
funds? Does the way the Fed obtains funds mat-
ter for its operations?

2.3. Give two examples of conflicts between the
Treasury and the Fed.

2.4. What is the public interest view of the Fed’s
motivation? What is the principal–agent view?
How are these views connected to the theory of
the political business cycle?

2.5. Briefly discuss the main arguments for and
against the Fed’s independence.

Problems and Applications

2.6. [Related to the Chapter Opener on
page 384] Evaluate the following statement:
“The Federal Reserve System is independent of
the political process in the United States.”

2.7. Evaluate the following statement: “Because the
Fed does not have to ask Congress for money to
fund its operations, the principal–agent view of
the Fed’s motivation cannot be correct.”

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

2.8. [Related to the Making the Connection on
page 387] Is Michael McAvoy’s explanation of
how the Federal Reserve Bank cities were select-
ed more consistent with a public interest view
of how the decision was made or a public-
choice view? Briefly explain.

2.9. Are the high rates of inflation that the United
States experienced during the 1970s consistent
with the public interest view of the Fed’s
motivation?

2.10. In late 2009, during the debate over the Dodd-
Frank Act, a newspaper article noted:

Last summer, the central bank hired an
experienced Democratic hand and former
lobbyist, Linda Robertson, to help deal with
members of Congress. . . . Mindful that
Democrats now control the White House
and Congress, Mr. Bernanke put up virtually
no opposition to President Obama’s proposal
for a new consumer agency that would take
over the Fed’s authority over consumer lend-
ing issues.

Do the points raised in the article shed light on
the Fed’s motivations? Briefly explain.

Source: Edmund L. Andrews, “Under Attack, Fed
Chief Studies Politics,” New York Times, November
10, 2009.

2.11. [Related to the Making the Connection on
page 399] Suppose that the U.S. Constitution
were amended to include the following:
“Congress shall establish a central bank that will
be responsible for conducting the monetary pol-
icy of the United States.” What effect would such
an amendment be likely to have on the Fed?

Central Bank Independence Outside the United States
Discuss the issues involved with central bank independence outside the United States.

SUMMARY
The degree of central bank independence varies great-
ly from country to country. In most countries, the
members of the governing board of the central bank

serve shorter terms than do members of the Fed’s
Board of Governors, but the heads of the central
banks serve longer terms than does the Fed chairman.
Studies have shown that the more independent a

13.3
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country’s central bank is, the lower the country’s infla-
tion rate. The push for central bank independence to
pursue a goal of low inflation has increased in recent
years. The European Central Bank (ECB) is charged
with conducting monetary policy for the 16 countries
that use the euro as their common currency. During
the financial crisis of 2007–2009, the ECB had trouble
developing a policy acceptable to all 16 countries.

Review Questions

3.1 Compare the length of terms of office for cen-
tral bank heads and members of central bank
governing boards between the U.S. Federal
Reserve and foreign central banks.

3.2 Compare the degree of independence of the
Bank of England, the Bank of Japan, and the
Bank of Canada.

3.3 What is the main problem with having a central
bank that is not independent of the rest of the
government?

3.4 How is the European Central Bank organized?
What special problems does it confront? What
difficulties did it encounter during the financial
crisis of 2007–2009?

Problems and Applications

3.5 Is it easier for a central bank to be independent
in a high-income country or in a low-income
country? What implications does your answer
have for what the average inflation rate is likely
to be in high-income countries as opposed to
low-income countries?

3.6 In July 2010, a newspaper article describing a
conference of central bankers being held in
Germany contained the following:

At times the meeting resembled a monetary
policy confrontation, as leading economists
and analysts attacked the [ECB] president,
Jean-Claude Trichet, and other members of
the governing board about their crisis man-
agement and even the viability of the euro.

a. What problems did the ECB encounter dur-
ing the financial crisis and its aftermath that
might lead to attacks on its leadership?

b. What is meant by the “viability of the euro”?
Why might it be in question?

Source: Jack Ewing, “European Bank’s Economist Is
Optimistic on Sovereign Debt, but Critics Are Wary,”
New York Times, July 9, 2010.

3.7 The following appeared in an article from the
Reuters news agency:

The [Bank of Japan] has come under pres-
sure from the government to do more to
support the economy and avert the risk of
another recession before elections next year
for Parliament’s upper house. . . . The cen-
tral bank’s governor, Masaaki Shirakawa,
met with Prime Minister Yukio Hatoyama
on Wednesday, but he said Mr. Hatoyama
did not ask him to take additional easing
steps when the two met. . . . Mr. Hatoyama
steered clear of criticizing the central bank
when speaking to reporters after the
meeting.

Why might both the head of the Bank of
Japan and the head of the Japanese govern-
ment not want it to appear that the govern-
ment was dictating policy actions to the Bank
of Japan?

Source: “Japan’s Central Bank Open to More Steps on
the Economy,” Reuters, December 2, 2009.

3.8 Adam Posen, a member of the Bank of
England’s Monetary Policy Committee was
quoted as arguing in a speech that:

Central banks’ purchases of government 
debt . . . far from undermining their inde-
pendence . . . should enhance their
credibility. . . . Mr. Posen said, . . . “What
matters for our independence is our ability
to say no and to mean it, and to be responsi-
ble about when we choose to say yes.”

a. Why might purchasing government debt 
be seen as undermining a central bank’s
independence?

b. What actions does a central bank need to
have the independence to say “no” to? Why
might a central bank sometimes want to say
“yes” to these actions?

Source: Natasha Brereton, “BOE’s Posen Defends
ECB’s Actions,” Wall Street Journal, June 15, 2010.
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D13.1: Go to sdw.ecb.europa.eu and select
“Monetary Aggregate M3.” What is M3?
What has happened to M3 in the Eurozone
since 2008?

D13.2: Go to sdw.ecb.europa.eu and select
“Inflation Rate (HICP) and M3.” Is there a
relationship between the inflation rate and

M3? What does the quantity theory of
money discussed in Chapter 2 say the rela-
tionship should be?

D13.3: Go to sdw.ecb.europa.eu and select
“Government Debt (as a % of GDP).” What
is the current Eurozone debt/GDP ratio?
What is the deficit/GDP ratio?  

DATA EXERCISES
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LEARNING OBJECTIVES
After studying this chapter, you should be able to:

14
The Federal Reserve’s Balance
Sheet and the Money Supply
Process

C H A P T E R

411411

14.1 Explain the relationship between the Fed’s
balance sheet and the monetary base
(pages 412–419)

14.2 Derive the equation for the simple deposit
multiplier and understand what it means
(pages 420–424)

14.3 Explain how the behavior of banks and the
nonbank public affect the money multiplier
(pages 424–433)

14A Appendix: Describe the money supply
process for M2 (page 441)

GEORGE SOROS, “GOLD BUG”

At one time, gold was the basis for the money supply
in the United States and other industrial countries, but
that is no longer the case. The United States went off
the gold standard in 1933 and stopped minting gold
coins as currency. But the U.S. Mint does produce for
sale to collectors gold coins that commemorate
famous people and historical events. The Mint also
produces American Eagle Bullion coins for sale to
investors. In 2010, those coins were very hot. In May

2010, sales of the 1-ounce American Eagle gold coin
reached 190,000, the most sold in more than 10 years.
BullionVault, a Web-based company that allows
investors to buy title to gold bars stored in under-
ground vaults in New York, London, and Zurich,
reported very strong sales. Although some investors
like to have direct ownership of gold, other investors
prefer to bet on gold indirectly by buying gold
exchange-traded funds (ETFs). Gold ETFs can be

Key Issue and Question

At the end of Chapter 1, we noted that the financial crisis of 2007–2009 raised a series of important
questions about the financial system. In answering these questions, we will discuss essential aspects
of the financial system. Here are the key issue and key question for this chapter:

Issue: During and immediately following the financial crisis, bank reserves increased rapidly in the
United States.

Question: Why did bank reserves increase rapidly during and after the financial crisis of 2007–2009,
and should the increase be a concern to policymakers?

Answered on page 433

Continued on next page



bought and sold on financial markets and are
designed to track the price of gold. Investments in
gold seemed to be paying off when the price per ounce
soared to a record high of $1,370 in October.

While some individual investors, known as “gold
bugs,” have always wanted to hold gold, the surge in
demand for gold during 2009 and 2010 surprised many
economists. In 2009, for the first time, sales of gold for
investment were greater than sales of gold for use in
jewelry. It wasn’t just individual investors who were
driving up the price of gold in 2010. In mid-2010, bil-
lionaire hedge fund manager George Soros held more
than $600 million in gold bullion and shares of stock in
gold mining companies. Soros is famous for having
made more than $1 billion by betting against the value
of the British pound in 1992. So, his purchases of gold
attracted the interest of many investors. Similarly, hedge
fund manager John Paulson, who had made billions
during 2007 and 2008 by betting on a fall in housing
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prices, held $3 billion in gold ETFs. Thomas Kaplan,
manager of the Tigris Financial Group, had invested
more than $2 billion in gold mining companies and
purchases of land in 17 countries that geologists consid-
ered were likely to have gold deposits.

Why the great interest in gold as an investment?
The motives of investors differed, but many were con-
cerned about a consequence of government actions
during the financial crisis: In many countries, includ-
ing the United States, the money supply had increased
rapidly. Moreover, banks were sitting on record
amounts of reserves. Inflation remained low through
late 2010, but some investors predicted soaring infla-
tion in the years to come and saw holding gold as the
best way to hedge that risk.

AN INSIDE LOOK AT POLICY on page 434 dis-
cusses the Federal Reserve’s “exit strategy” from the
increases in reserves and the money supply that resulted
from its policies during the financial crisis of 2007–2009.

Sources: Nelson Schwartz, “Uncertainty Restores Glitter to an Old Refuge, Gold,” New York Times, June 12, 2010; Liam Pleven and Carolyn
Cui, “A Billionaire Goes All-In on Gold,” Wall Street Journal, May 22, 2010; “Store of Value,” Economist, July 8, 2010; and United States Mint,
American Eagle Bullion Sales Totals, 1986–2010, July 2010.

Economists, policymakers, and investors are interested in the money supply because it
can affect interest rates, exchange rates, inflation, and an economy’s output of goods
and services. As a result, the central bank—whether it is the European Central Bank,
the Fed in the United States, the Bank of Japan, or the Bank of England—attempts to
manage the money supply. To understand how a central bank manages the money sup-
ply, you need to know what factors determine the money supply and how a central
bank can increase or decrease the amount of money in circulation. In this chapter, we
construct a model that explains the size of the money supply and explains why the
money supply fluctuates. How a country’s money supply is created is called the money
supply process. We devote this chapter to understanding the money supply process in
the United States. In the course of our discussion, we will see why bank reserves in the
United States soared during the 2007–2009 financial crisis.

The Federal Reserve’s Balance Sheet 
and the Monetary Base
We begin our investigation of the money supply process by first describing the monetary
base and then determining how the monetary base is linked to the money supply. Our
model of how the money supply is determined includes the behavior of three actors:

1. The Federal Reserve, which is responsible for controlling the money supply and
regulating the banking system.

2. The banking system, which creates the checking accounts that are the most impor-
tant component of the M1 measure of the money supply.

3. The nonbank public, which refers to all households and firms. The nonbank pub-
lic decides the form in which they wish to hold money—for instance, as currency
or as checking account balances.

14.1

Learning Objective
Explain the relationship
between the Fed’s
balance sheet and the
monetary base.



Figure 14.1 represents the money supply process and shows which actors in the
economy influence each variable in the process. In a nutshell, this figure shows the com-
ponents of the model and is the backbone of our analysis in this chapter. The process
starts with the monetary base, which is also called high-powered money. The mone-
tary base equals the amount of currency in circulation plus the reserves of the banking
system:

As we will see, the Fed has good control of the monetary base. The money multipli-
er links the monetary base to the money supply. As long as the value of the money mul-
tiplier is stable, the Fed can control the money supply by controlling the monetary base.

Our model of the money supply process applies to the monetary aggregate, M1,
which is the Fed’s narrow measure of money. The chapter appendix describes the
money supply process for the broader measure of the money supply, M2.

The Federal Reserve’s Balance Sheet
There is a close connection between the monetary base and the Fed’s balance sheet,
which lists the Fed’s assets and liabilities. In Table 14.1, we show both the full Fed balance
sheet and a simplified version that includes only the four entries that are most relevant
to the Fed’s actions in increasing and decreasing the monetary base. In most years, the
Fed’s most important assets are its holdings of U.S. Treasury securities—Treasury bills,
notes, and bonds—and the discount loans it has made to banks. As we discussed in
Chapter 12, during the financial crisis of 2007–2009, the Fed took several unusual poli-
cy actions, and the results of these actions were still visible on the Fed’s balance sheet in
2010. First, the Fed had purchased large amounts of mortgage-backed securities guaran-
teed by Fannie Mae and Freddie Mac. The Fed took this action to aid the ailing housing
market by increasing funds available to the mortgage market and by helping to 
keep mortgage interest rates low. Second, the Fed participated in actions to save the
investment bank Bear Stearns and the insurance company AIG from bankruptcy, and
securities related to those actions remained on the Fed’s books. Third, the Fed had par-
ticipated in liquidity swaps with foreign central banks and had accumulated assets related
to those swaps. Finally, the Fed had participated in a program to help the market for
asset-backed securities, which are securitized loans backed by assets other than property.

Panel (a) of Table 14.1 also shows that the Fed’s main liabilities are currency in cir-
culation and commercial bank reserves. In its role as the government’s bank, the Fed
also holds deposits for the U.S. Treasury and for foreign governments and internation-
al agencies. As part of its open market operations, which we discuss in more detail in
Chapter 15, the Fed incurs a liability in the form of reverse repurchase agreements.
Finally, the asset “Items in the process of collection” and the liability “Deferred avail-
ability cash items” relate to the Fed’s role in check clearing.

Panel (b) of Table 14.1 strips out the detail from the Fed’s balance sheet to focus
on the two assets and two liabilities that are most directly involved in the Fed’s actions
to increase or decrease the monetary base.

Monetary base = Currency in circulation + Reserves.
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Monetary
Base

Money
Multiplier

Money
Supply� �

Determined by
The Fed
The Banking System
The Nonbank Public

Determined by
The Fed

Figure 14.1

The Money Supply
Process
Three actors determine the
money supply: the central bank
(the Fed), the nonbank public,
and the banking system.•

Monetary base (or high-
powered money) The
sum of bank reserves and
currency in circulation.
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The Monetary Base
Notice that the sum of currency in circulation and bank reserves, the Fed’s two liabil-
ities shown in panel (b) of Table 14.1, equals the monetary base.1 The total value of all
the paper currency printed by the Fed, or Federal Reserve Notes, is called Federal
Reserve currency outstanding. Currency in circulation does not include currency held
by banks, which is called vault cash. So, currency in circulation equals Federal Reserve
currency outstanding minus vault cash:

Bank reserves on the Fed’s balance sheet equal deposits by commercial banks with
the Fed plus vault cash:

Reserve deposits are assets for banks, but they are liabilities for the Fed because
banks can request that the Fed repay the deposits on demand with Federal Reserve
Notes. The situation is analogous to your checking account’s being an asset to you but
a liability to the bank where you have your account.

Reserves = Bank deposits with the Fed + Vault cash.

Currency in circulation = Currency outstanding - Vault cash.

Currency in circulation
Paper money and coins
held by the nonbank public.

Vault cash Currency held
by banks.

1Technically, the monetary base also includes U.S. Treasury currency in circulation, which is primarily
coins. Because the value of coins in circulation is small compared to the Fed’s currency in circulation or
to bank reserves, we will ignore it.

Table 14.1 The Federal Reserve’s Balance Sheet

(a) Federal Reserve balance sheet, July 2010

Assets Liabilities and Capital

Securities Currency in circulation $902,259
U.S. Treasury securities $777,013 Reverse repurchase agreements 61,467
Federal agency debt securities 159,381 Commercial bank reserves 1,052,526
Mortgage-backed securities 1,124,590 Treasury deposits 243,827

Discount loans to banks 65,551 Deposits of foreign governments and 
international organizations

1,448

Gold 16,237 Deferred availability cash items 2,182
AIG and Bear Stearns–related holdings 92,840 Other liabilities 15,238
Asset-backed securities 541
Items in the process of collection 405 Total liabilities $2,278,947
Buildings 2,231
Coins 2,033 Capital $56,840
Central bank liquidity swaps 1,246
Other assets 93,719
Total assets $2,335,787 Total liabilities and capital $2,335,787

(b) Simplified Federal Reserve balance sheet

Assets Liabilities

U.S. Government securities Currency in circulation
Discount loans to banks Reserves

Note: Values for panel (a) are in millions of dollars.

Source for panel (a): Federal Reserve Statistical Release H.4.1, Factors Affecting Reserve Balances of Depository Institutions and
Condition Statement of Federal Reserve Banks, July 22, 2010.

Bank reserves Bank
deposits with the Fed plus
vault cash.
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Total reserves are made up of the amounts that the Fed compels banks to hold, called
required reserves, and the extra amounts that banks elect to hold, called excess reserves:

The Fed specifies a percentage of checkable deposits that banks must hold as
reserves, which is called the required reserve ratio. For example, if the required reserve
ratio is 10%, a bank must set aside 10% of its checkable deposits as reserve deposits
with the Fed or as vault cash. In October 2008, the Fed for the first time began paying
interest to banks on their reserve accounts, although the interest rate is quite modest
(0.25% in 2010). Historically, banks have not held much in excess reserves. During and
after the financial crisis of 2007–2009, however, banks greatly increased their holdings
of excess reserves. The key reason seems to be that although the interest rate the Fed
paid on reserves was low, the investment was risk free, and the interest rate was com-
petitive with the returns on other safe short-term investments the banks could make.
In addition, given the historically high level of uncertainty in the financial system,
many banks wanted to increase their liquidity.

How the Fed Changes the Monetary Base
The Fed increases or decreases the monetary base by changing the levels of its assets—
that is, the Fed changes the monetary base by buying and selling Treasury securities or
by making discount loans to banks. We will talk more about the details of open mar-
ket operations and discount loans in Chapter 15. Here, we are interested in how the
Fed uses these tools to change the monetary base.

Open Market Operations The most direct method the Fed uses to change the mon-
etary base is open market operations, which involve buying or selling securities, gen-
erally U.S. Treasury securities. Open market operations are carried out by the Fed’s
trading desk, located at the Federal Reserve Bank of New York. Fed employees on the
trading desk buy and sell securities electronically with primary dealers. In 2010, there
were 18 primary dealers, who are commercial banks, investment banks, and securities
dealers. In an open market purchase, which raises the monetary base, the Fed buys
Treasury securities. Suppose the Fed buys $1 million worth of Treasury bills from Bank
of America. Bank of America will electronically transfer ownership of the bills to the
Fed, and the Fed will pay for them by depositing $1 million in Bank of America’s
reserve account at the Fed.

We can illustrate the effect of the Fed’s open market purchase by using a 
T-account, which is a stripped down version of a balance sheet. We will use T-accounts
to show only how a transaction changes a balance sheet. Although in our example, the
Fed purchased securities from only one bank; in practice, the Fed typically buys secu-
rities from multiple banks at the same time. So, we use a T-account for the whole
banking system to show the results of the Fed’s open market purchase: The banking
system’s balance sheet shows a decrease in security holdings of $1 million and an
increase in reserves of the same amount (note that the banking system’s balance sheet
simply adds together the assets and liabilities of all of the commercial banks in the
United States):

BANKING SYSTEM
Assets Liabilities

Securities
Reserves

�$1 million
�$1 million

Reserves = Required reserves + Excess reserves.

Required reserve ratio
The percentage of
checkable deposits that the
Fed specifies that banks
must hold as reserves.

Open market operations
The Federal Reserve’s 
purchases and sales of
securities, usually U.S.
Treasury securities, in
financial markets.

Open market purchase
The Federal Reserve’s pur-
chase of securities, usually
U.S. Treasury securities.

Required reserves
Reserves that the Fed com-
pels banks to hold.

Excess reserves Reserves
that banks hold over and
above those the Fed
requires them to hold.
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We can use another T-account to show the changes in the Fed’s balance sheet. The
Fed’s holdings of securities (an asset) increase by $1 million, and bank reserve deposits
(a liability) also increase by $1 million:

The Fed’s open market purchase from Bank of America increases reserves by $1 mil-
lion and, therefore, the monetary base increases by $1 million. A key point is that the
monetary base increases by the dollar amount of an open market purchase.

Similarly, the Fed can reduce the monetary base through an open market sale of
Treasury securities. For example, suppose the Fed sells $1 million of Treasury securi-
ties to Barclays Bank. The Fed transfers the securities to Barclays, and Barclays pays
with funds in its reserve account. As a result, the banking system’s holdings of securi-
ties will increase by $1 million, and its reserves will fall by $1 million, as shown in the
following T-account:

The Fed’s holdings of securities will decrease by $1 million, as will bank reserves:

Because reserves have fallen by $1 million, so has the monetary base. We can con-
clude that the monetary base decreases by the dollar amount of an open market sale.

As we will see, a key role the nonbank public plays in the money supply process is
deciding how much currency it wishes to hold relative to checkable deposits. However,
the public’s preference for currency relative to checkable deposits does not affect the
monetary base. To see this, consider what happens if households and firms decide to
withdraw $1 million from their checking accounts. The following T-account shows the
change in the balance sheet of the nonbank public (note that the nonbank public’s bal-
ance sheet simply adds together the assets and liabilities of all of the households and
firms in the United States):

NONBANK PUBLIC
Assets Liabilities

Checkable deposits
Currency

�$1 million
�$1 million

FEDERAL RESERVE
Assets Liabilities

Securities �$1 million Reserves �$1 million

BANKING SYSTEM
Assets Liabilities

Securities
Reserves

�$1 million
�$1 million

FEDERAL RESERVE
Assets Liabilities

Securities �$1 million Reserves �$1 million

Open market sale The
Fed’s sale of securities, usu-
ally Treasury securities.



As the banking system withdraws $1 million from its reserves at the Fed to provide the cur-
rency to households and firms, the banking system’s balance sheet will change as follows:

The Fed’s balance sheet will also change as currency in circulation increases, while
bank reserves fall:

Notice that although one component of the monetary base (reserves) has fallen by
$1 million, the other component (currency in circulation) has risen by $1 million. So,
the monetary base is unaffected. This result is important because it means that the Fed
can increase and decrease the monetary base through open market operations, with-
out the changes being affected by how much currency the nonbank public wishes to
hold relative to checkable deposits.

Discount Loans Although the Fed typically uses open market operations in manag-
ing the monetary base, it can also increase or decrease reserves by making discount
loans to commercial banks. This change in bank reserves changes the monetary base.

Suppose that banks increase their discount loans from the Fed by $1 million. The
Fed provides the funds to the banks by increasing their reserve accounts. For the Fed,
assets rise by $1 million from the additional discount loans, and liabilities rise by $1
million from the additional bank reserves. So, the increase in discount loans affects
both sides of the Fed’s balance sheet:

Both sides of the banking system’s balance sheet are also affected. Banks increase their
assets by $1 million in the form of reserves and increase their liabilities by $1 million
in the form of discount loans payable to the Fed:

As a result of the Fed’s making $1 million of discount loans, bank reserves and the
monetary base increase by $1 million.

BANKING SYSTEM
Assets Liabilities

Reserves �$1 million Discount loans �$1 million

FEDERAL RESERVE
Assets Liabilities

Discount loans �$1 million Reserves �$1 million

FEDERAL RESERVE
Assets Liabilities

Currency
Reserves

�$1 million
�$1 million

BANKING SYSTEM
Assets Liabilities

Reserves �$1 million Checkable deposits �$1 million
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Discount loan A loan
made by the Federal
Reserve, typically to a
commercial bank.   
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If banks repay $1 million in discount loans to the Fed, reducing the total amount
of discount loans, then the preceding transactions are reversed. Discount loans fall by
$1 million, as do reserves and the monetary base:

Comparing Open Market Operations and Discount Loans
Although open market operations and discount loans both change the monetary
base, the Fed has greater control over open market operations than over discount
loans. The Fed completely controls the volume of open market operations because
it initiates purchases or sales of securities by having the trading desk at the New
York Fed place orders with the primary dealers. The Fed is willing to buy and sell
securities at whatever price it takes to carry out its open market operations 
successfully.

The Fed’s control over discount lending is much less complete than its control over
open market operations because banks decide whether to borrow from the Fed. The
Fed has some control over discount loans because it sets the discount rate, which is the
interest rate the Fed charges on discount loans. In fact, the discount rate differs from
most interest rates because it is set by the Fed, whereas most interest rates are deter-
mined by demand and supply in financial markets.

As a result of the difference between the Fed’s control over open market operations
and its control over discount loans, economists think of the monetary base as having
two components: the nonborrowed monetary base, Bnon, and borrowed reserves, BR,
which is another name for discount loans. We can express the monetary base, B, as

Although decisions by both the Fed and banks determine the volume of discount
loans, the Fed has control over the nonborrowed monetary base.

B = Bnon + BR.

BANKING SYSTEM
Assets Liabilities

Reserves �$1 million Discount loans �$1 million

FEDERAL RESERVE
Assets Liabilities

Discount loans �$1 million Reserves �$1 million

Making the Connection

Explaining the Explosion in the Monetary Base
As the graph on the next page shows, the monetary base increased sharply in the fall of
2008, doubling between September and the end of December. The base remained at
high levels through the fall of 2010. The graph also shows that reserves, which had
made up only about 5% of the monetary base before the financial crisis began, made
up more than 50% by the spring of 2009. In other words, most of the increase in the
monetary base occurred because of an increase in the bank reserves component rather
than in the currency in circulation component.

Discount rate The interest
rate the Federal Reserve
charges on discount loans. 
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We have seen that the Fed has the ability through open market purchases of
Treasury securities to increase bank reserves and, thereby, the monetary base. Typically,
then, a large increase in the monetary base means that the Fed has made large purchases
of Treasury bills and other Treasury securities. In this case, though, the Fed’s holdings
of Treasury securities actually fell while the base was exploding. The Fed held $779 
billion in Treasury securities of all types in January 2007 but only $475 billion in
January 2009. The Fed’s holdings of Treasury bills plunged from $277 billion in
January 2007 to only $18 billion in January 2009.

So the increase in the monetary base was not a result of typical open market pur-
chases. Instead, it reflected the Fed’s innovative policy measures that we discussed in
Chapter 12. As the Fed began to purchase mortgage-backed securities, commercial
paper, and assets connected with Bear Stearns and AIG, the asset side of its balance
sheet expanded, and so did the monetary base. There is an important point connected
with this episode for understanding the mechanics of increases in the monetary base:
Whenever the Fed purchases assets of any kind, the monetary base increases. It doesn’t
matter if the assets are Treasury bills, mortgage-backed securities, or computer sys-
tems. For instance, if the Federal Reserve Bank of Dallas buys a computer system from
a local information technology company for $10 million, it will pay for the computers
with a check. When the company deposits the check into the company’s bank, the bank
will send the check to the Fed, which will increase the bank’s reserves by $10 million.
The result is an increase in the monetary base of $10 million. If the computer company
decided to cash the check, the result would be the same: Currency in circulation would
rise by $10 million, while the reserves of the computer company’s bank would be
unchanged, so the monetary base would still rise by $10 million.

When in the fall of 2008, the Fed began to purchase hundreds of billions of dol-
lars worth of mortgage-backed securities and other financial assets, it was inevitable
that the monetary base would increase.

Source: William T. Galvin, “More Money: Understanding Recent Changes in the Monetary Base,”
Federal Reserve Bank of St. Louis Review, Vol. 91, No. 2, March/April 2009, pp. 49–59.

Test your understanding by doing related problem 1.10 on page 437 at the end of
this chapter.
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The Simple Deposit Multiplier
We now turn to the money multiplier to further understand the factors that determine
the money supply. Our analysis has three steps to reflect the fact that the size of the
money multiplier is determined by the actions of three actors in the economy: the Fed,
the nonbank public, and banks. The first step, which we describe in this section, shows
how the money supply can be increased or decreased through a process called multiple
deposit expansion. In this part of the analysis, we determine the simple deposit multiplier.
The second step shows how the actions of the nonbank public affect the money mul-
tiplier, and the third step incorporates the actions of banks. We cover these last two
steps in section 14.3.

Multiple Deposit Expansion
What happens to the money supply when the Fed increases bank reserves through an
open market purchase? To answer this question, we first analyze the changes that occur
at a single bank and then look at the changes for the whole banking system.

How a Single Bank Responds to an Increase in Reserves Suppose that the Fed pur-
chases $100,000 in Treasury bills (or T-bills) from Bank of America, increasing Bank
of America’s reserves by $100,000. We can use a T-account to show how Bank of
America’s balance sheet changes to reflect these transactions:

The Fed’s purchase of T-bills from Bank of America increases the bank’s excess reserves
but not its required reserves. The reason is that required reserves are determined as a
percentage of the bank’s checkable deposits. Because this transaction has no effect on
Bank of America’s checkable deposits, it doesn’t change the amount of reserves that the
bank is required to hold. Bank of America earns only a low interest rate from the Fed
on the additional reserves obtained from the T-bill sale and therefore has an incentive
to loan out or invest these funds.

Suppose that Bank of America loans $100,000 to Rosie’s Bakery to enable it to install
two new ovens. We will assume that Bank of America extends the loan by creating a
checking account for Rosie’s and depositing the $100,000 principal of the loan in it. Both
the asset and liability sides of Bank of America’s balance sheet increase by $100,000:

Recall that the money supply—using the M1 definition—equals currency in cir-
culation plus checkable deposits. By lending money to Rosie’s, Bank of America creates
checkable deposits and, therefore, increases the money supply. Suppose that Rosie’s
then spends the loan proceeds by writing a check for $100,000 to buy the ovens from

BANK OF AMERICA
Assets Liabilities

Securities
Reserves
Loans

�$100,000
�$100,000
�$100,000

Checkable deposits �$100,000

BANK OF AMERICA
Assets Liabilities

Securities
Reserves

�$100,000
�$100,000

14.2

Learning Objective
Derive the equation for
the simple deposit
multiplier and
understand what it
means.



Bob’s Bakery Equipment. Bob’s deposits the check in its account with PNC Bank. Once
the check has cleared and PNC Bank has collected the funds from Bank of America,
Bank of America will have lost $100,000 of reserves and checkable deposits:

Bank of America is now satisfied because it has exchanged some of its low-interest
Treasury bill holdings for a higher-interest loan. But the impact of the open market
purchase on the banking system is not finished.

How the Banking System Responds to an Increase in Reserves We can trace the
further impact of the open market operation by considering the situation of PNC
Bank after it has received the check for $100,000 from Bob’s Bakery Equipment. After
PNC has cleared the check and collected the funds from Bank of America, PNC’s 
balance sheet changes as follows:

PNC’s deposits and reserves have both increased by $100,000. For simplicity, let’s
assume that when it received Bob’s deposit, PNC had no excess reserves. If the required
reserve ratio is 10%, PNC must hold $10,000 (= 0.10 * $100,000) against its increase
of $100,000 in checkable deposits. The other $90,000 of the reserves it has gained are
excess reserves. PNC knows that it will lose reserves equal to the amount of any loan it
grants because the amount of the loan will be spent and the funds will be deposited in
another bank. So, PNC can only safely lend out an amount equal to its excess reserves.
Suppose that PNC makes a $90,000 loan to Jerome’s Printing to purchase new office
equipment. Initially, PNC’s assets (loans) and liabilities (checkable deposits) rise by
$90,000. But this is temporary because Jerome’s will spend the loan proceeds by writ-
ing a $90,000 check for equipment from Computer Universe, which has an account at
SunTrust Bank. When SunTrust clears the $90,000 check against PNC, PNC’s balance
sheet changes as follows:

These are the changes in SunTrust’s balance sheet:

SUNTRUST BANK
Assets Liabilities

Reserves �$90,000 Checkable deposits �$90,000

PNC BANK
Assets Liabilities

Reserves
Loans

�$10,000
�$90,000

Checkable deposits �$100,000

PNC BANK
Assets Liabilities

Reserves �$100,000 Checkable deposits �$100,000

BANK OF AMERICA
Assets Liabilities

Securities
Loans
Reserves

�$100,000
�$100,000
   $0

Checkable deposits $0

The Simple Deposit Multiplier 421
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To this point, checkable deposits in the banking system have risen by $190,000 as a
result of the Fed’s $100,000 open market purchase.

SunTrust faces the same decisions that confronted Bank of America and PNC.
SunTrust wants to use the increase in reserves to expand its loans, but it can safely lend
only the increase in excess reserves. With a required reserve ratio of 10%, SunTrust
must add ($90,000)(0.10) = $9,000 to its required reserves and can lend only $81,000.
Suppose that SunTrust lends the $81,000 to Howard’s Barber Shop to use for remod-
eling. Initially, SunTrust’s assets (loans) and liabilities (checkable deposits) rise by
$81,000. But when Howard’s spends the loan proceeds and a check for $81,000 clears
against it, the changes in SunTrust’s balance sheet will be as follows:

If the proceeds of the loan to Howard’s Barber Shop are deposited in another bank,
checkable deposits in the banking system will rise by another $81,000. To this point, the
$100,000 increase in reserves supplied by the Fed has increased the level of checkable
deposits by $100,000 + $90,000 + $81,000 = $271,000. This process is called multiple
deposit creation. The money supply is growing with each loan. The initial increase in bank
reserves and in the monetary base is resulting in a multiple change in the money supply.

The process still isn’t complete. The recipient of the $81,000 check from Howard’s
Barber Shop will deposit it, and checkable deposits at some other bank will expand.
The process continues to ripple through the banking system and the economy.
We illustrate the results in Table 14.2. Note from the table that new checkable deposits
continue to be created each time checks are deposited and banks make new loans, but
the size of the increase gets smaller each time because banks must hold part of the
money at each step as required reserves.

Calculating the Simple Deposit Multiplier
Table 14.2 shows that the Fed’s open market purchase of $100,000 increases the reserves of
the banking system by $100,000 and, ultimately, increases checkable deposits by $1,000,000.
The ratio of the amount of deposits created by banks to the amount of new reserves 

SUNTRUST BANK
Assets Liabilities

Reserves
Loans

�$9,000
�$81,000

Checkable deposits �$90,000

Table 14.2 Multiple Deposit Creation, Assuming a Fed Open Market Purchase of
$100,000 and a Required Reserve Ratio of 10%

Bank Increase in deposits Increase in loans Increase in reserves

PNC Bank $   100,000 $ 90,000 $ 10,000

SunTrust Bank 90,000 81,000 9,000
Third Bank 81,000 72,900 8,100
Fourth Bank 72,900 65,610 7,290
Fifth Bank 65,610 59,049 6,561
. . . .
. . . .
. . . .
Total increase $1,000,000 $900,000 $100,000

Multiple deposit cre-
ation Part of the money
supply process in which an
increase in bank reserves
results in rounds of bank
loans and creation of
checkable deposits and an
increase in the money sup-
ply that is a multiple of the
initial increase in reserves.
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created is called the simple deposit multiplier. In this case, the simple deposit multiplier
equals $1,000,000/$100,000 = 10. Why 10? How do we know that the initial increase in
bank reserves of $100,000 ultimately leads to an increase in deposits of $1,000,000?

There are two ways to answer this question. First, each bank in this process is keep-
ing reserves equal to 10% of its deposits because we are assuming that no bank holds
excess reserves. For the banking system as a whole, the increase in reserves is
$100,000—the amount of the Fed’s open market purchase. Therefore, the system as a
whole will end up with $1,000,000 in deposits because $100,000 is 10% of $1,000,000.

A second way to answer the question is by deriving an expression for the simple
deposit multiplier. From Table 14.2, we can write an expression for the total increase
in deposits:

Or, simplifying:

The rules of algebra tell us that an infinite series like the one in the expression sums to:

So, Note that 10 is 1 divided by the required
reserve ratio, rrD, which in this case is 10%, or 0.10. This gives us another way of
expressing the simple deposit multiplier:

So, now we have an equation showing how a change in deposits, D, is related to
an initial change in reserves, R:

or, in our example,

If a bank decides to invest all or some of its excess reserves in municipal bonds or other
securities rather than make loans, the deposit expansion process will be the same as if the
bank had made loans. Suppose that PNC had decided to purchase $90,000 worth of munic-
ipal bonds from the Goldman Sachs investment bank instead of extending the $90,000 loan
to Jerome’s. PNC would write Goldman Sachs a check in the amount of $90,000, which
Goldman Sachs would deposit in its bank. Goldman Sachs’ bank would then have excess
reserves, which it could lend or invest, and so on. The effect on multiple deposit creation is
the same whether banks use excess reserves to make loans or buy securities.

At first you might think that individual banks are creating money. However,
an individual bank can lend only an amount equal to its excess reserves. New deposits
are created when borrowers spend the funds they borrow from banks and the funds are
then deposited back into the banking system. Multiple deposit creation refers to the
actions of the banking system as a whole, not to the action of an individual bank.

¢D =
$100,000

0.10
= $1,000,000.

¢D =
¢R

rrD
,

¢
¢

Simple deposit multiplier =
1

rrD
.

¢D = $100,000 * 10 = $1,000,000.

1

1 - 0.9
=

1

0.10
= 10.

¢D = $100,000 * [1 + 0.9 + 0.92 + 0.903 + Á ].

+ [(0.9 * 0.9 * 0.9) * $100,000] + Á
¢D = $100,000 + [0.9 * $100,00] + [(0.9 * 0.9) * $100,000]

Simple deposit multiplier
The ratio of the amount of
deposits created by banks to
the amount of new reserves.
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Finally, note that while the Fed can expand the volume of checkable deposits in
the banking system by increasing reserves, it can also contract the volume of deposits
by reducing reserves. The Fed reduces reserves by selling government securities in an
open market sale. This action has a ripple effect that is similar to deposit expansion
in the banking system, but in the opposite direction. The result of the open market
sale is multiple deposit contraction. Suppose that the Fed sells $100,000 in Treasury
securities to Bank of America, thereby reducing that bank’s reserves by $100,000.
With a simple deposit multiplier of 10, we know that a decline in reserves of
$100,000 will eventually lead to a decline in checkable deposits of $1,000,000.

Banks, the Nonbank Public, and the Money Multiplier
Understanding the simple deposit multiplier is an important step in understanding the
money supply process, but it is not the complete story. In deriving the money multi-
plier, we made two key assumptions:

1. Banks hold no excess reserves.
2. The nonbank public does not increase its holdings of currency.

In other words, we assumed in the previous section that whenever banks have excess
reserves, they lend them all out. We also assumed that if the nonbank public—house-
holds and firms—receive a check, they deposit the whole amount in a checking
account, keeping none of the funds as cash. Neither of these assumptions is correct:
Banks hold some excess reserves, and the nonbank public typically increases its hold-
ings of currency when its checking account balances rise. In this section, we find out
what happens to our story of the money supply process if we relax these assumptions.

The Effect of Increases in Currency Holdings and Increases 
in Excess Reserves
In our story of the money supply process in the previous section, once Bank of America
had acquired $100,000 in excess reserves as a result of selling Treasury bills to the Fed, the
bank loaned the entire amount to Rosie’s Bakery. Rosie’s then spent the loan proceeds by
writing a check for $100,000 to Bob’s Bakery Equipment, and Bob’s deposited the entire
$100,000 check in its account with PNC Bank. Once the check cleared, PNC Bank gained
$100,000 in reserves. But suppose that instead of depositing the whole $100,000, Bob’s had
deposited $90,000 and taken $10,000 in cash? In that case, PNC would have a gain in
reserves of $90,000, not $100,000, thereby reducing the amount PNC had available to lend.

Throughout the process of banks making loans and creating new checkable
deposits, households and firms will hold some of the increased funds as currency
rather than as deposits. Funds deposited in banks are subject to the multiple deposit
creation process, while funds held as currency are not. We can conclude that the more
currency the nonbank public holds relative to checkable deposits, the smaller the multiple
deposit creation process will be.

Now suppose that when Bob’s Bakery deposits the $100,000 in its account at PNC
Bank, the bank decides that instead of holding $10,000 as required reserves and loaning
out the other $90,000, it will hold the entire $100,000 as excess reserves. If PNC takes
this action, the process of multiple deposit creation will come to an immediate stop
because no more loans are made and no more deposits are created. Rather than result-
ing in a $1,000,000 increase in deposits, the Fed’s $100,000 open market purchase will
have resulted in only a $100,000 increase in deposits. The deposit multiplier will have
declined from 10 to 1. We can conclude that the more excess reserves banks hold relative
to their checkable deposits, the smaller the multiple deposit creation process will be.

14.3

Learning Objective
Explain how the
behavior of banks and
the nonbank public
affect the money
multiplier.
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Figure 14.1 on page 413 illustrated our ultimate goal in understanding the money
supply process: to find a stable money multiplier that will link the monetary base to
the money supply. We have seen that the Fed can control the size of the monetary base
through open market operations. Provided that the money multiplier is stable, the
Fed’s control over the monetary base allows it to also control the money supply.
The simple deposit multiplier is useful in understanding how reserve creation leads to
increases in loans and deposits, which is the heart of the money supply process. But we
need to elaborate on the simple deposit multiplier in three ways:

1. Rather than a link between reserves and deposits, we need a link between the mon-
etary base and the money supply.

2. We need to include the effects on the money supply process of changes in the non-
bank public’s desire to hold currency relative to checkable deposits.

3. We need to include the effects of changes in banks’ desire to hold excess reserves
relative to deposits.

In the next section, we make these changes to the simple deposit multiplier story in
order to build a complete account of the money supply process.

Deriving a Realistic Money Multiplier
We need to derive a money multiplier, m, that links the monetary base, B, to the money
supply, M:

This equation tells us that the money multiplier is equal to the ratio of the money 
supply to the monetary base:

Recall that the money supply is the sum of currency in circulation, C, and checkable
deposits, D, while the monetary base is the sum of currency in circulation and bank
reserves, R. Because we want to take into account banks’ decisions about holding excess
reserves, we can separate reserves into its components: required reserves, RR, and
excess reserves, ER. So, we can expand the expression for the money multiplier to:

Keep in mind that we are interested in the nonbank public’s desire to hold currency
relative to checkable deposits and banks’ desire to hold excess reserves relative to 
checkable deposits. To capture this behavior in our expression for the money multiplier,
we want to include the currency-to-deposit ratio (C/D), which measures the nonbank
public’s holdings of currency relative to its holdings of checkable deposits, and the
excess reserves-to-deposit ratio (ER/D), which measure banks’ holdings of excess
reserves relative to their checkable deposits. To include these ratios in the expression
for the money multiplier, we can rely on the basic rule of arithmetic that dividing the
numerator and denominator of a fraction by the same variable preserves the value of
the fraction. So, we can introduce the deposit ratios into our expression for the money
multiplier this way:

m = a C + D

C + RR + ER
b *

(1>D)

(1>D)
=

(C>D) + 1

(C>D) + (RR>D) + (ER>D)
.

m =
C + D

C + RR + ER
.

m =
M

B
.

M = m * B.

Currency-to-deposit
ratio (C/D) The ratio of
currency held by the
nonbank public, C, to
checkable deposits, D.
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Recall that the ratio of required reserves to checkable deposits is the required reserve
ratio, rrD. We can use this fact to arrive at our final expression for the money multiplier:

So, we can say that because:

then,

For example, suppose that we have the following values:

Then the currency-to-deposit ratio = $500 billion/$1,000 billion = 0.50, and the excess
reserves-to-deposit ratio = $150 billion/$1,000 billion = 0.15. So, the value of the
money multiplier is:

With a money multiplier of 2, every $1 billion increase in the monetary base will result
in a $2 billion increase in the money supply.

There are several points to note about our expression linking the money supply to
the monetary base:

1. The money supply will increase if either the monetary base or the money multi-
plier increases in value, and it will decrease if either the monetary base or the
money multiplier decreases in value.

2. An increase in the currency-to-deposit ratio (C/D) causes the value of the money mul-
tiplier to decline and, if the monetary base is unchanged, the value of the money sup-
ply to decline. For instance, in the previous example, if (C/D) increases from 0.5 to 0.6,
then the value of the multiplier falls from 1.5/0.75 = 2 to 1.6/0.85 = 1.88. This result
makes economic sense: If households and firms increase their holdings of currency rel-
ative to their holdings of checkable deposits, banks will have a relatively smaller
amount of funds they can lend out, which reduces the multiple creation of deposits.

3. An increase in the required reserve ratio, rrD, causes the value of the money multiplier
to decline and, if the monetary base is unchanged, the value of the money supply to
decline. The arithmetic of this result is straightforward: Because rrD is in the denomi-
nator of the money multiplier expression, as the value of rrD increases, the value of m
declines. Economically, an increase in rrD means that for any increase in reserves banks
receive, a larger fraction must be held as required reserves and are, therefore, not avail-
able to be loaned out as part of the process of multiple deposit creation.

4. An increase in the excess reserves-to-deposit ratio (ER/D), causes the value of the
money multiplier to decline and, if the monetary base is unchanged, the value of
the money supply to decline. Once again, the arithmetic of this result is straight-
forward because (ER/D) is in the denominator of the money multiplier expres-
sion. Economically, an increase in (ER/D) means that banks are holding relatively
more excess reserves, so they are not using these funds to make loans as part of the
process of multiple deposit creation.

m =
0.5 + 1

0.5 + 0.10 + 0.15
=

1.5

0.75
= 2.

ER = $150 billion

rrD = 0.10

D = $1,000 billion

C = $500 billion

M = a (C>D) + 1

(C>D) + rrD + (ER>D)
b * B.

Money supply = Money multiplier * Monetary base,

m =
(C>D) + 1

(C>D) + rrD + (ER>D)
.
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Solved Problem 14.3
Using the Expression for the Money Multiplier

Solving the Problem
Step 1 Review the chapter material. This problem is about the money multiplier,

so you may want to review the section “Deriving a Realistic Money
Multiplier,” which begins on page 425.

Step 2 Answer part (a) by calculating the value of checkable deposits. The value
of required reserves is equal to the value of checkable deposits multiplied by
the required reserve ratio:

Step 3 Answer part (b) by calculating the values of the money supply, the monetary
base, and the money multiplier. The M1 measure of the money supply
equals the value of currency in circulation plus the value of checkable deposits:

The monetary base is equal to the value of currency in circulation plus the
value of bank reserves:

We can calculate the money multiplier two ways. First, note that the money
multiplier is equal to the ratio of the money supply to the monetary base:

Or, we can calculate the value of the money multiplier using the expression
derived on page 425:

To use this expression, we need to calculate the value of excess reserves.
Because we know that total reserves equal $500 billion and required reserves

m =
(C>D) + 1

(C>D) + rrD + (ER>D)
.

m =
M

B
=

$1,200 billion

$900 billion
= 1.33.

= $900 billion.
= $400 billion + $500 billion

B = C + R

= $1,200 billion.
= $400 billion + $800 billion

M = C + D

D = ($80 billion>0.10) = $800 billion.
 $80 billion = D * 0.10.

RR = D * rrD.

Consider the following information:

a. If banks are holding $80 billion in required
reserves, and the required reserve ratio = 0.10,
what is the value of checkable deposits?

 Currency = $400 billion
 Bank reserves = $500 billion

b. Given this information, what is the value of the
money supply (M1)? What is the value of the
monetary base? What is the value of the money
multiplier?
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Table 14.3 Variables in the Money Supply Process

An increase in the ... based on the actions of ... causes the money supply to ... because ...

nonborrowed base, Bnon the Fed through open 
market operations

increase the monetary base increases,
and more reserves are avail-
able for deposit expansion.

required reserve ratio, rrD the Fed through changes in
reserve requirements

decrease fewer reserves can be lent
out, and the value of the
money multiplier falls.

currency-to-deposit ratio 
(C/D)

the nonbank public decrease the value of the money multi-
plier falls, reducing deposit
expansion.

excess reserves-to-
deposit ratio (ER/D)

banks decrease the value of the money multi-
plier falls, reducing deposit
expansion.

equal $80 billion, the value of excess reserves must equal $420 billion.
Inserting values into the expression for the money multiplier gives us:

So, the two approaches to calculating the value of the money multiplier give
us the same result.

For more practice, do related problems 3.7 and 3.8 on page 439 at the end of this
chapter.

We saw earlier in the chapter that economists think of the monetary base as hav-
ing two components—the nonborrowed monetary base, Bnon, and borrowed reserves,
BR, which is another name for discount loans: B = Bnon + BR. Because the actions of
both the Fed and banks determine the volume of discount loans, the Fed has greater
control over the nonborrowed monetary base. We can recognize this fact by rewriting
the relationship between the money supply and the monetary base:

We now have a complete description of the money supply process:

1. The money supply equals the monetary base times the money multiplier.
2. The monetary base equals the nonborrowed base, determined primarily by the Fed

through open market operations, and discount loans, determined jointly by the
banks and the Fed.

3. The money multiplier depends on the required reserve ratio (determined by the Fed),
the ratio of excess reserves-to-deposits (determined by banks), and the currency-to-
deposit ratio (determined by the nonbank public: households and firms).

Table 14.3 summarizes the variables that determine the money supply. Note that
decreases in the variables listed in the first column would have the opposite effect on
the money supply to that given in the third column.

M = a (C>D) + 1

(C>D) + rrD + (ER>D)
b * (Bnon + BR).

=
1.5

1.125
= 1.33.

m =
($400 billion/$800 billion) + 1

($400 billion/$800 billion) + 0.10 + ($420 billion/$800 billion)
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We stated earlier that the Fed controls the money supply. We now know that
this statement is not quite correct. The Fed can set the value of the nonborrowed
base at whatever level it chooses. But the behavior of the nonbank public influences
the money supply through the currency-to-deposit ratio, and the behavior of banks
influences the money supply through the volume of discount loans and the excess
reserves-to-deposit ratio. In the next section, we can use this analysis to understand
changes in the monetary base and in the money supply during the financial crisis
of 2007–2009.

The Money Supply, the Money Multiplier, and the Monetary Base
During the 2007–2009 Financial Crisis
We have already seen that beginning in the fall of 2008, in response to the financial cri-
sis, the Fed bought huge amounts of financial assets, including mortgage-backed secu-
rities. Panel (a) of Figure 14.2 shows that, as a result, the size of the monetary base
soared. M1 also increased, but not by nearly as much. As panel (b) shows, the value of
the money multiplier declined sharply during the same period. The value of the money
multiplier had been trending down, declining from a value of about 3 at the beginning
of 1990 to about 1.7 at the beginning of 2007. The value then declined by more than
50% during the financial crisis, dropping below 1 by late 2008. In fact, with the value
of the monetary base having risen above the value of the money supply, the money
multiplier had turned into a money divider!

Why did the monetary base increase so much more than M1? Figure 14.3 helps to
solve the mystery. The figure shows movements in the currency-to-deposit ratio (C/D)
and excess reserves-to-deposit ratio (ER/D). While the currency-to-deposit ratio had
been gradually trending upward since 1990, it fell during the financial crisis because
households and firms shifted funds into checkable deposits from money market
mutual funds and other assets whose riskiness they believed had increased. Recall from
our discussion of the effect of changes in (C/D) on the money multiplier that a
decrease in (C/D), holding all else constant, will cause the value of the money 
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Figure 14.2 Movements in the Monetary Base, M1, and the Money Multiplier, 1990–2010

Panel (a) shows that beginning in the fall of 2008, the size of the monetary
base soared. M1 also increased, but not nearly as much. As panel (b) shows,
the value of the money multiplier declined sharply during the same period.

Source: Federal Reserve Bank of St. Louis.•
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multiplier to increase and the value of M1 to also increase for any given value of
the monetary base. We know from panel (b) of Figure 14.2 that, in fact, the value 
of the money multiplier decreased. The reason is that the value of (ER/D) soared,
increasing from almost zero in September 2008—because banks were holding very few
excess reserves—to about 1.3 in the fall of 2009. In other words, banks began to hold
more excess reserves than they had checkable deposits.

Because the increase in (ER/D) was significantly larger than the decline in
(C/D), the value of the money multiplier declined and the increase in the monetary
base resulted in a much smaller increase in M1 than would have occurred if the
value of the money multiplier had remained what it was at the beginning of the
financial crisis.

Banks’ holdings of excess reserves soared during the fall of 2008 and remained
high through the fall of 2010 for several reasons. First, in October 2008, the Fed for
the first time began paying banks interest on their excess reserves. Although the inter-
est rate was quite low—only 0.25%—other nominal interest rates had also declined
sharply and the return on deposits at the Fed was risk free. Second, during the finan-
cial crisis, banks had suffered heavy losses, particularly on their holdings of mortgage-
backed securities and commercial real estate mortgages. These losses gave banks an
incentive to remain liquid as they attempted to rebuild their capital. Finally, banks
also tightened their lending standards in the face of increased uncertainty about the
creditworthiness of borrowers. With fewer good alternatives, holding funds at the Fed
became more attractive.

Making the Connection

Did the Fed’s Worry over Excess Reserves Cause 
the Recession of 1937–1938?
If the Fed is worried about the level of excess reserves in the banking system, one solu-
tion is to turn the excess reserves into required reserves by increasing the required
reserve ratio. This is what the Fed did in the mid-1930s, during the Great Depression.
As the graph below shows, following the end of the bank panics in early 1933, excess
reserves in the banking system soared.
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Movements in (C/D)
and (ER/D)
The currency-to-deposit ratio
(C/D) had been gradually trend-
ing upward since 1990, but it fell
during the financial crisis of
2007–2009. At the same time, the
excess reserves-to–deposits ratio
(ER/D) soared, increasing from
almost zero in September 2008—
because banks were holding very
few excess reserves—to about 1.3
in the fall of 2009. Banks began
to hold more excess reserves than
they had checkable deposits.

Source: Federal Reserve Bank of
St. Louis.•
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Banks accumulated excess reserves during the mid-1930s for reasons similar to the
reasons banks accumulated excess reserves during 2008–2010. Although bank panics
had ended following the establishment of the FDIC, many banks had suffered heavy
losses and had a strong desire to remain liquid. Nominal interest rates had also fallen
to very low levels, which reduced the opportunity cost of holding reserves at the Fed.
Finally, given the severity of the Depression, the creditworthiness of most borrowers
had deteriorated. By late 1935, the unemployment rate remained very high, at more
than 14%, and the inflation rate remained low, at less than 2%. Nevertheless, some
members of the Fed’s Board of Governors were worried about a rapid increase in stock
prices, which despite the depressed economy, they felt might be a speculative bubble
similar to the one that had preceded the great stock market crash of October 1929.
Some members were also afraid of an increase in the inflation rate. A memorandum
by the Federal Reserve’s staff referred to the “general fear which many people entertain
that excess reserves of the present magnitude must sooner or later set in motion infla-
tionary forces which, if not dealt with before they get strongly under way, may prove
impossible to control. . . .”

The Board of Governors decided to reduce excess reserves in the banking system
by raising the required reserve ratio on checkable deposits in four steps, from 10%
to 20%, beginning in August 1936. The board also raised the required reserve ratio
on time deposits from 3% to 6%. The graph above indicates that at first the Fed’s
actions succeeded in reducing excess reserves. But the Fed’s policy ignored the rea-
sons banks during this period were holding excess reserves. Following the increases
in the required reserve ratio, the only way banks could restore their previous hold-
ings of excess reserves was to make fewer loans and, thereby, hold fewer demand
deposits. As bank loans contracted, so did the money supply. Households and firms,
unable to obtain credit, cut back on their spending, and the economy fell into reces-
sion in 1937. The unemployment rate, which was still far from the full employment
levels of 1929 before the Depression had begun, started increasing again.

The Fed partly reversed course in April 1938 by cutting the required reserve ratio
on checkable deposits from 20% to 17.5% and on time deposits from 6% to 5%. But
the damage had been done. Most economists believe that the Fed’s actions in raising
the required reserve ratio contributed significantly to the recession. The Fed had mis-
judged the desire of banks to hold excess reserves and, so, had failed to anticipate that
banks would take action to restore their holdings of excess reserves despite the sharply

Source: Banking and Monetary Statistics of the United States.
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In 2010, banks’ enormous holdings of excess reserves left investors, policymakers,
and economists concerned about the implications for future inflation. As we have seen,
in normal economic times—and in the absence of the Fed paying interest on bank
reserves—banks typically lend out nearly all of their excess reserves. If banks were to
suddenly begin lending the nearly $1 trillion in excess reserves they held in November
2010, the result would be an explosion in the money supply and, potentially, a rapid
increase in inflation. Fear of this potential for a much higher rate of inflation in the
future drove some investors in 2010 to buy gold. In Chapter 15, we will look more
closely at the policy options the Fed was considering to deal with excess reserves as it
continued to try to restore more normal conditions in the financial system.

Making the Connection

Worried About Inflation? How Good Is Gold?
In 2010, many investors bought gold because they were worried about the possibility
that increases in reserves and the money supply might lead to much higher rates of
inflation in the future. But how good an investment is gold? Gold clearly has some
drawbacks as an investment: Unlike a bond, gold pays no interest; unlike a stock,
gold pays no dividend. At a time when many investments—including most stocks and
bonds—exist only in electronic form, gold is a real tangible asset that has to be stored
and safeguarded. For instance, an individual investor who owns American Eagle coins
issued by the U.S. Mint must find a place to store them—perhaps paying a fee to a bank
for a safety deposit box—and may have to pay for insurance on them. An investor can
avoid these costs by buying gold EFTs, although people who buy gold because they are
afraid of a future collapse of the financial system prefer to hold physical gold.

Because gold pays no interest, it is difficult to determine its fundamental value as
an investment. Ultimately, the minimum price of gold is set by its value as a metal that
has certain industrial uses and that can be used in jewelry. Gold’s value as an invest-
ment depends on how likely its price is to increase in the future because its rate of
return is entirely in the form of capital gains. Many individual investors believe that
gold is a good hedge against inflation because the price of gold can be relied on to rise
if the general price level rises. But is this view correct? The blue line in the graph below
shows the monthly price of gold from January 1975 through June 2010.

higher reserve requirements. One Fed economist recently observed that “the experi-
ence [of the 1930s] demonstrates that raising reserve requirements is surely not the
best way to eliminate excess reserves.”

Note: In the 1930s, the Fed set different reserve requirements for banks, depending on their size and
location. The reserve requirements discussed here are for reserve city banks.

Sources: David Wheelock, “How Not to Reduce Excess Reserves,” Federal Reserve Bank of St. Louis
Economic Synopses, No. 38, 2009; Board of Governors of the Federal Reserve System, Banking and
Monetary Statistics of the United States, 1914–1941, Washington, DC, November 1943; the quote
from the 1935 Fed memorandum is from Milton Friedman and Anna Schwartz, A Monetary History of
the United States, 1867–1960, Princeton, NJ: Princeton University Press, 1963, p. 523.

Test your understanding by doing related problem 3.10 on page 439 at the end of
this chapter.
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Answering the Key Question
Continued from page 411

At the beginning of this chapter, we asked the question:
“Why did bank reserves increase rapidly during and after the financial crisis of 2007–2009, and
should the increase be a concern to policymakers?”
As we have seen in this chapter, the rapid increase in bank reserves that began in the fall of 2008
was a result of the Fed purchasing assets. Whenever the Fed purchases an asset, the monetary base
increases. Both components of the base increased in 2008, but the increase in reserves was particu-
larly large. Banks were content to hold large balances of excess reserves because the Fed was paying
interest on them and because of the increased risk in alternative uses of the funds. Inflation remained
very low through mid-2010, but some policymakers were concerned that, ultimately, if banks began
to lend out their holdings of excess reserves, a future increase in the inflation rate was possible.

Before going on to the next chapter, read An Inside Look at Policy on the next page
for a discussion of the Federal Reserve’s “exit strategy” from the increases in reserves
and the money supply that resulted from its policies during the financial crisis.

The graph shows that the price of gold soared during the high inflation years of
the late 1970s. Gold was selling for about $175 per ounce in January 1975 and
increased to $670 in September 1980. Unfortunately for investors in gold, however,
while the overall price level continued to rise during the years following 1980, the price
of gold actually fell. In August 1999, gold was selling for only about $255 per ounce, or
about 60% less than at its peak nearly 20 years earlier. Meanwhile, the price level, as
measured by the consumer price index, had doubled. The red line on the graph shows
the real price of gold, calculated by dividing the nominal price of gold by the consumer
price index. The red line shows that even after the strong nominal price increases of
2009 and 2010, the real price of gold was still 30% below its September 1980 level. In
other words, in the long run, gold has proven a poor hedge against inflation.

Although investors who were buying gold in the summer of 2010 as a hedge
against inflation may have been making a shrewd investment, the record of the past 
30 years was not encouraging.
Note: The real price of gold is calculated by dividing by the consumer price index using January 1975 =
100 as a base.

Source: U.S. Bureau of Labor Statistics.

Test your understanding by doing related problem 3.11 on page 440 at the end of
this chapter.
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Fed’s Balance Sheet Needs 
Balancing Act

AN INSIDE LOOK AT POLICY

WASHINGTON POST

434

a

Federal Reserve
Hopes Clear Exit
Strategy Will Boost
Market Confidence
When you’ve flooded the economy
with trillions of dollars, mopping
up is no easy task.

That’s the reality the Federal
Reserve is confronting as it starts to
explain how it will undo the
aggressive growth-supporting steps
that were put in place when the
economy was in its deep dive. . . .

[Economists] expect the jobless
rate to remain high for years . . . and
the Fed could make the situation
worse if it moves too abruptly. . . .

Fed Chairman Ben S. Bernanke
is betting that if the central bank is
open about how it will phase out
its expansive initiatives . . . it will
provide faith that the Fed will not
allow inflation to flare down the
road. . . .

“You’re trying to inspire confi-
dence that you know what you’re
doing. . . .” said Karen Dynan, a
Fed economist until last year. . . .

But that strategy comes with
risks . . . investors may interpret
the talk about reducing the money
supply as a sign that those steps are
imminent. That could prompt
interest rates to rise sooner than
the Fed would like. . . .

programs that were started during
the depths of the financial crisis. . . .
And . . . it will cease purchases of
$1.25 trillion in mortgage-backed
securities. . . . A knottier question
is when it might sell some of those
securities on the open market. . . .

Selling these securities would
pull money out of the economy and
shrink the Fed’s $2.2 trillion balance
sheet . . . getting the Fed out of the
business of subsidizing mortgages.
But selling the assets probably
would drive up mortgage rates. . . .

So far, the Fed has convinced
markets that the “how” of unwind-
ing support for the economy is sep-
arate from the “when.” . . . If the
recovery fizzles, the central 
bank would wait longer . . . the 
Fed would probably raise rates
sooner . . . if investors began to
expect a burst of inflation.

. . . the key to Bernanke’s strategy
is winning the confidence of market
participants in the Fed’s ability to
drain cash from the system.

“I think the markets would like
to have a bit more transparency on
the exit strategy plans,” said Kurt
Karl, chief U.S. economist at Swiss
Re . . .

Source: From The Washington Post,
© February 9, 2010 The Washington
Post. All rights reserved. Used by permis-
sion and protected by the Copyright
Laws of the United States. The printing,
copying, redistribution, or retransmission
of the Material without express written
permission is prohibited.

b

c

[The] Fed is likely to sop up
cash from the economy by increas-
ing the interest paid on excess bank
reserves. Banks often park money
they aren’t otherwise using . . . at
the Fed. . . . If inflation became a
threat, the Fed could raise the
interest rate. . . .

The Fed has been able to pay
interest on reserves only since the
power was included as . . . part of
the law that created the . . .
Troubled Assets Relief Program, in
October 2008. . . . Fed officials
view this authority as a key element
in the central bank’s tool kit for
managing the economy. . . .

“Interest on reserves is the
workhorse . . . and is intended to
be the main tool” in the Fed’s exit
strategy, James Bullard, president of
the Federal Reserve Bank of St.
Louis, said. . . .

“The old regime was . . . always
about the fed funds rate,” Bullard
said. . . . “You had a long history of
what the impact on the economy
was of a change in the rate. We
don’t have that now. . . .”

The Federal Reserve Bank of
New York . . . has been experi-
menting with other tools that
might allow it to drain the money
supply, including “term deposits.”
These would essentially give banks
incentive to deposit money at the
Fed for a set period of time. . . .

. . . the Fed ended several of its
more unconventional lending



Key Points in the Article
After two years of taking aggressive
steps to stimulate a weak economy, the
Federal Reserve had to decide how to
phase out its initiatives in order to
reduce the risk of inflation. Reducing
the growth of the money supply and
raising interest rates threatened to slow
an economy that suffered from high
unemployment. The Fed was expected
to increase the interest rate on banks’
excess reserves, an option Congress
gave the Fed in the Troubled Assets
Relief Program (TARP). Analysts believe
that changing the interest rate on
reserves will become a more important
tool to control the growth of the money
supply. Although the Fed had stopped
the unconventional lending programs
that it began during the financial crisis,
it had to decide what to do with its
holdings of $1 trillion of mortgage-
backed securities. Selling the securities
would pull money out of the economy
at the risk of driving up interest rates.
The key to chairman Ben Bernanke’s
strategy is to win the confidence of
market participants in the Fed’s ability
to drain cash from the financial system.

Analyzing the News
In 2010, the Federal Reserve was 
challenged with phasing out initia-

tives it took during the financial crisis at
a time when unemployment was
expected to remain high for years to
come. The table above documents the
rapid increase in the Fed’s holdings of
federal agency debt and mortgage-
backed securities between July 2008
and July 2010. Combined with the pur-
chase of U.S. Treasury securities, the
instruments the Fed typically uses to
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a

b

c

conduct open market operations, the
increase in its debt holdings was over
$1.5 trillion over this two-year period.
Fed Chairman Ben Bernanke believed
that if the Fed was open about how it
planned to reduce the size of its balance
sheet, financial markets would have
faith that inflation will not be allowed
to increase in the future.

The interest rate on excess reserves, 
which the Fed had been paying to

banks since October 2008, promised to
be an important monetary policy tool.
James Bullard, president of the Federal
Reserve Bank of St. Louis, stated that
this interest rate will become a more
important tool than the interest rate on
federal funds. The federal funds rate, the
interest charged by banks for overnight
loans of reserves to other banks, was
already near zero in 2010. By adjusting
the interest it pays on excess reserves,
the Fed can influence the degree to
which banks use their reserves to acquire
new loans and change the growth of the
money supply.

Although the Fed ended its 
purchases of mortgage-backed

securities, it faced a difficult decision
regarding the sale of the securities it

held. Selling the securities would end
the Fed’s subsidies of mortgages, but 
at the risk of raising interest rates when
the economy had not fully recovered
from the recession of 2007–2009.

THINKING CRITICALLY
1. Explain why financial analysts

believe that holding on to mort-
gage-backed securities could be
costly for both the Federal Reserve
and the U.S. Treasury Department as
the economy experiences economic
growth.

2. Some analysts recommended that
the Federal Reserve sell holdings 
of mortgage-backed securities dur-
ing the early stages of recovery from
the 2007–2009 recession, when
interest rates were still relatively 
low. This would reduce the risk of
inflation since the sale of securities
would reduce the amount of bank
reserves and the growth rate of 
the money supply. But other 
analysts were critical of this recom-
mendation. What negative conse-
quences could arise as a result of the
sale of the Fed’s mortgage-backed
securities?

Securities Held by Federal Reserve Banks (in millions of dollars)

July 30, 2008 July 29, 2009 July 29, 2010

U.S. Treasury Securities $479,206 $ 695,758 $ 777,022

Federal Agency Debt 0 105,915 159,381

Mortgage-Backed Securities 0 542,888 1,117,629

Total $479,206 $1,344,561 $2,054,032

Source: Federal Reserve Statistical Release H.4.1, Factors Affecting Reserve Balances of
Depository Institutions and Condition Statement of Federal Reserve Banks, July 31, 2010, July
20, 2009, August 5, 2010.
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CHAPTER SUMMARY AND PROBLEMS

KEY TERMS AND CONCEPTS
Bank reserves, p. 414
Currency-to-deposit ratio 

(C/D), p. 425
Currency in circulation, p. 414
Discount loan, p. 417
Discount rate, p. 418

Excess reserves, p. 415
Monetary base (or high-powered 

money), p. 413
Multiple deposit creation, p. 422
Open market operations, p. 415
Open market purchase, p. 415

Open market sale, p. 416
Required reserve ratio, p. 415
Required reserves, p. 415
Simple deposit multiplier, p. 423
Vault cash, p. 414

The Federal Reserve’s Balance Sheet and the Monetary Base
Explain the relationship between the Fed’s balance sheet and the monetary base.

SUMMARY
How a country’s money supply is created is called the
money supply process. Three main actors in the
money supply process are (1) the central bank (the
Federal Reserve in the United States), (2) the banking
system, and (3) the nonbank public (that is, house-
holds and firms). The monetary base, which is also
called high-powered money, is equal to currency in
circulation plus bank reserves. The Fed’s balance sheet
lists its assets and liabilities. The unusual policy
actions the Fed took during the financial crisis caused
a large increase in the size of its balance sheet.
Currency in circulation equals currency outstanding
minus vault cash, which is currency held by banks.
Bank reserves on the Fed’s balance sheet equal vault
cash plus bank deposits with the Fed. Total reserves
are made up of amounts that the Fed requires banks
to hold, called required reserves, and extra amounts
that banks elect to hold called excess reserves. The
Fed specifies a percentage of deposits that banks must
hold as reserves, which is called the required reserve
ratio. The most direct method for the Fed to change
the monetary base is through open market
operations. In an open market purchase, the Fed
buys Treasury securities. In an open market sale, the
Fed sells Treasury securities. An open market purchase
increases bank reserves, and an open market sale
reduces bank reserves. The Fed can also increase bank
reserves by increasing discount loans to banks.

Review Questions

1.1 What is the monetary base? What is the difference
between the monetary base and the money supply?

1.2 What is the difference between currency out-
standing and currency in circulation?

1.3 What is the difference between required reserves
and excess reserves? What is the definition of
the required reserve ratio?

1.4 What are open market operations? What is the
effect on the monetary base of an open market
purchase?

1.5 Use a T-account for Bank of America and a 
T-account for the Fed to show the result of the
Fed buying $1 million in Treasury bills from
Bank of America.

1.6 What is the difference between the monetary
base and the nonborrowed monetary base?

Problems and Applications

1.7 Karen Dynan, a former Federal Reserve econo-
mist now at the Brookings Institution, was
quoted as stating:

The size of the Fed’s balance sheet, which has
more than doubled since the financial crisis
of 2008, and the large amount of bank
reserves sitting at the Fed has made officials
at the central bank nervous about the poten-
tial for rapid inflation once banks decide to
start lending more vigorously again.

a. What does Dynan mean by “the size of the
Fed’s balance sheet”?

b. Is there a connection between the Fed’s balance
sheet having doubled and the large increase in
bank reserves at the Fed? Briefly explain.

14.1
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Source: Sewell Chan, “Fed in Hot Seat Again on
Economic Stimulus,” New York Times, July 20, 2010.

1.8 In August 2010, the Federal Reserve announced
that as the mortgage-backed securities it owns
matured, it would reinvest the funds by buying
U.S. Treasury securities. What impact would
these actions have on the size of the Fed’s bal-
ance sheet? Would the Fed be more likely to
take this action if it saw future U.S. economic
growth as being strong or as being weak? Briefly
explain.

1.9 Use T-accounts to show the effect of the follow-
ing on the balance sheets of the Fed and the
banking system:

a. The Fed increases discount loans by $2 billion.

b. The Fed carries out a $2 billion open market
sale.

1.10 [Related to the Making the Connection on
page 418] Suppose that the Fed decides to spend
$10 million to renovate the Federal Reserve
Bank of Richmond. What effect will this spend-
ing have on the monetary base? Briefly explain.

The Simple Deposit Multiplier
Derive the equation for the simple deposit multiplier and understand what it means.

SUMMARY
An open market purchase increases bank reserves.
Banks typically use their excess reserves to make loans.
An increase in loans results in an increase in checkable
deposits. The process of banks making loans out of
their excess reserves and creating new checkable
deposits is called multiple deposit creation. The ratio
of the amount of deposits created by banks to the
amount of new reserves created is called the simple
deposit multiplier and is equal to 1 divided by the
required reserve ratio, rrD: 1/rrD.

Review Questions

2.1 Suppose that PNC Bank sells $1 million in
Treasury bills to the Fed and then makes a $1
million loan to David’s Donut Emporium and
Boat Repair. Use a T-account to show the results
of these transactions on PNC’s balance sheet.

2.2 What does the phrase “multiple deposit
creation” mean?

2.3 What is the simple deposit multiplier? If the
required reserve ratio is 15%, what is the value
of the simple deposit multiplier?

Problems and Applications

2.4 Suppose that Bank of America lends $100,000
to Jill’s Jerseys. Using T-accounts, show how this
transaction is recorded on the bank’s balance
sheet. If Jill’s spends the money to buy materials
from Zach’s Zippers, which has its checking
account at PNC Bank, show the effect on Bank of

America’s balance sheet. What is the total change
in Bank of America’s assets and liabilities?

2.5 Suppose that a bank with no excess reserves
receives a deposit into a checking account of
$10,000 in currency. If the required reserve ratio
is 0.10, what is the maximum amount that the
bank can lend out?

2.6 Suppose that JPMorgan Chase sells $100 million
in Treasury bills to the Fed.

a. Use T-accounts to show the immediate
impact of this sale on the balance sheets of
JPMorgan Chase and the Fed.

b. Suppose that before selling the Treasury bills,
JPMorgan Chase had no excess reserves.
Suppose that the required reserve ratio is
20%. Suppose that JPMorgan Chase makes
the maximum loan it can from the funds
acquired by selling the Treasury bills. Use a
T-account to show the initial impact of
granting the loan on JPMorgan Chase’s bal-
ance sheet. Also include on this T-account
the transaction from part (a).

c. Now suppose that whoever took out the loan
in part (b) writes a check for this amount
and that the person receiving the check
deposits it in Wells Fargo Bank. Show the
effect of these transactions on the balance
sheets of JPMorgan Chase and Wells Fargo
after the check has been cleared. (On the 
T-account for JPMorgan Chase, include the
transactions from parts (a) and (b).)

14.2
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d. If currency in circulation is $400 billion, total
reserves of the banking system are $600 bil-
lion, and total checkable deposits are $2,100
billion, what is the maximum increase in the
money supply that can result from the trans-
action in part (a). (That is, the maximum
increase after all actions resulting from the
transaction in part (a) have occurred)?

2.7 In the following bank balance sheet, amounts
are in millions of dollars. The required reserve
ratio is 3% on the first $30 million of checkable
deposits and 12% on any checkable deposits
over $30 million.

a. Calculate the bank’s excess reserves.

b. Suppose that the bank sells $5 million in
securities to get new cash. Show the bank’s
balance sheet after this transaction. What are
the bank’s new excess reserves?

Assets Liabilities

Reserves
Loans
Securities

$18.9
150.0

31.1
$200.0

Checkable deposits
Net worth

$180.0
20.0

$200.0

c. Suppose that the bank loans its excess
reserves in part (b) to a local business. Show
the bank’s balance sheet after the loan has
been made but before the business has spent
the proceeds of the loan. Now what are the
bank’s excess reserves?

d. Suppose that the business spends the pro-
ceeds of the loan by writing a check. Revise
the bank’s balance sheet and calculate its
excess reserves after the check has cleared.

2.8 In medieval times, goldsmiths would often offer
to store gold in return for a fee. They provided
anyone depositing gold with a warehouse
receipt, which represented a legal claim on the
goldsmith to exchange the receipt for the
amount of gold written on it.

a. How are the medieval goldsmiths like modern
banks, and how are they unlike modern
banks?

b. Is multiple deposit creation possible in this
system? Does your answer depend on whether
the warehouse receipts can be bought and
sold and redeemed by someone other than the
person who deposited the gold?

SUMMARY
The simple deposit multiplier assumes that during the
multiple deposit creation process, banks hold no excess
reserves, and the nonbank public does not increase its
holdings of currency. We can take into account that
banks hold excess reserves and that the nonbank public
typically increases its holdings of currency when it
increases its holdings of checkable deposits by examin-
ing movements in the currency-to-deposit ratio (C/D)
and excess reserves-to-deposit ratio (ER/D). The
money multiplier, m, links the monetary base, B, to the
money supply, M, according to the equation M = m * B.
The equation for the money multiplier is:

m =
(C>D) + 1

(C>D) + rrD + (ER>D)
.

Banks, the Nonbank Public, and the Money Multiplier
Explain how the behavior of banks and the nonbank public affect the money multiplier.

Therefore, the relationship between the monetary
base, money multiplier, and money supply can be
written as:

The money supply will increase if either the money mul-
tiplier or the monetary base increases. An increase in
(C/D), (ER/D), or rrD will decrease the value of the
money multiplier and, if the base remains constant, the
money supply. During the financial crisis of 2007–2009,
the money supply increased, but the monetary base
increased much more. The monetary base actually
became larger than the money supply, causing the money
multiplier to drop below 1. Banks’ holdings of excess
reserves soared during the fall of 2008 and remained high

M = a (C>D) + 1

(C>D) + rrD + (ER>D)
b * B.
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through mid-2010. The increase in excess reserves was
caused by the Fed’s beginning to pay interest on banks’
reserve balances, banks’ desire to remain liquid, and a
decline in the number of creditworthy borrowers.

Review Questions

3.1 What are the key differences between the simple
deposit multiplier and the money multiplier?

3.2 Briefly explain whether the money multiplier
will increase or decrease following an increase
in each of the following:

a. The currency-to-deposit ratio (C/D)

b. The excess reserves-to-deposit ratio (ER/D)

c. The required reserve ratio, (rrD)

3.3 Briefly explain what happened to the currency-to-
deposit ratio (C/D) and the excess reserves-to-
deposit ratio (ER/D) during the financial crisis of
2007–2009. What impact did these changes have
on the size of the money multiplier?

Problems and Applications

3.4 Explain whether you agree with the following
observation: “If the required reserve ratio were
zero, the process of multiple deposit expansion
would go on forever.”

3.5 [Related to the Chapter Opener on page 411]
An article in the Economist magazine notes that
“monetary policy has been keeping . . . interest
rates, and thus the opportunity cost of holding
gold, low and seems set to do so for a while.”
Why are interest rates the opportunity cost of
holding gold? What effect are low interest rates
likely to have on the price of gold?

Source: “Store of Value,” Economist, July 8, 2010.

3.6 What would be the value of the M1 money
multiplier if banks hold no excess reserves, the
currency-to-deposit ratio is 1, and the required
reserve ratio for checkable deposits is 100%?

3.7 [Related to Solved Problem 14.3 on page 427]
Consider the following data:

Currency $ 100 billion

Bank reserves 200 billion
Checkable deposits 800 billion
Time deposits 1,200 billion
Excess reserves 40 billion

Calculate the values for the currency-to-deposit
ratio, the ratio of total reserves to deposits, the
monetary base, the M1 money multiplier, and
the M1 money supply.

3.8 [Related to Solved Problem 14.3 on page 427]
Consider the following data:

a. Calculate the values for the currency-to-
deposit ratio, the ratio of total reserves to
deposits, the monetary base, the M1 money
multiplier, and the M1 money supply.

b. Suppose that the ratio of total reserves to
deposits changes from the value you calculat-
ed in part (a) to 2.0. (Assume that the
currency-to-deposit ratio remains the same.)
Now what is the value of the money
multiplier?

3.9 Consider the following data (all values are in
billions of dollars):

Calculate the values for each period for the 
currency-to-deposit ratio, the ratio of total
reserves to deposits, the monetary base, the
money multiplier, and the M1 money supply.
Can you explain why the currency-to-deposit
ratio and the ratio of total reserves to deposits
moved as they did between 1930 and 1932?

3.10 [Related to the Making the Connection on
page 430] Allan Meltzer of Carnegie Mellon
University wrote the following about how the
Federal Reserve Board’s staff analyzed the likely
effects of the large excess reserves banks were
holding in the mid-1930s:

[The] Board’s staff . . . [assumed] that none
of the excess reserves were held for reasons of
safety based on experience. The result was a
large overestimate of potential monetary and
credit expansion and prospective inflation
and an underestimate of the effect of higher
reserve requirement ratios.

June 1930 June 1931 June 1932
Currency
Checkable deposits
Bank reserves

$3.681
21.612

3.227

$3.995
19.888

3.307

$4.959
15.490

2.829

Currency $850 billion

Checkable deposits 700 billion
Bank reserves 700 billion

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

www.myeconlab.com


440 CHAPTER 14 • The Federal Reserve’s Balance Sheet and the Money Supply Process

a. Why might banks in the mid-1930s have
been holding reserves for “reasons of safety”?

b. What does Meltzer mean by “potential mon-
etary and credit expansion”?

c. If banks were holding excess reserves for rea-
sons of safety, why might the Fed’s staff have
been overestimating potential monetary and
credit expansion?

d. What was the effect on banks of the Fed’s
decision to increase the required reserve
ratio? What insight does Meltzer give into
why the Fed’s staff underestimated the effect
of the increase?

Source: Allan H. Meltzer, A History of the Federal
Reserve, Volume I: 1913-1951, Chicago: University of
Chicago 2003, p. 496.

3.11 [Related to the Making the Connection on
page 432] Some economists argue that the
fundamental value of gold is determined by its

value in jewelry. In 2009, for the first time,
investment demand for gold exceeded demand
for gold to be used in jewelry. An article quoted
Willem Buiter, the chief economist for
Citigroup, as saying that it is a mistake to invest
in “something without intrinsic value, some-
thing whose positive value is based on nothing
more than a set of self-confirming beliefs.” He
described the increase in gold price in 2010 as a
bubble.

a. Does gold have intrinsic value? Why might
Buiter have said that it didn’t?

b. In what sense does a bubble in the price of
an asset result from a “set of self-confirming
beliefs”?

c. How might it be possible to tell whether an
increase in the price of gold represents a
bubble?

Source: “Store of Value,” Economist, July 8, 2010.

DATA EXERCISES

D14.1: Go to the St. Louis Federal Reserve Web site,
at www.stlouisfed.org, and select “Research &
Data” on the far right and then “Economic
Data-FRED®.” Go to Interest Rates and select
“FRB Rates—Discount, Fed Funds, Primary
Credit.” From this screen, select the “DFF”
effective federal funds rate (monthly data)
from 1954 to 2010. What was the peak of the
federal funds rate? What has been the lowest
rate for the federal funds rate?

D14.2: Go to the St. Louis Federal Reserve Web site,
at www.stlouisfed.org, and go to “Research &
Data” and then “Economic Data-FRED®.”

Find “Reserves and Monetary Base.” Select
“Monetary Base” and then the “Board of
Governors Monetary Base” (not adjusted for
changes in reserve requirements). Graph both
the total monetary base and the rate of change
of the monetary base for the years 1959 to
2010. Also answer the following questions:

a. What was the trend from 1959 to 2008?

b. What happened to the monetary base total
numbers from 2008 to 2010?

c. On the rate of change graph, what years saw
the most volatility in the monetary base?
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2Money market items in M2 include money market deposit accounts at commercial banks, general-
purpose and broker-dealer money market mutual funds, overnight repurchase agreements issued by
banks, and overnight Eurodollars issued to U.S. residents by foreign branches of U.S. banks.
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The Money Supply Process for M2

14A Describe the money supply process for M2

In the aftermath of financial innovation during the 1980s and 1990s, many analysts and
policymakers became concerned that M1 no longer adequately represented assets func-
tioning as the medium of exchange. As a result, they focused more attention on M2. As
we saw in Chapter 2, M2 is a broader monetary aggregate than M1, including not only
currency, C, and checkable deposits, D, but also nontransaction accounts. These non-
transaction accounts consist of savings and small-time deposits, which we will call N, and
money market deposit accounts and similar accounts, MM2. So we can represent M2 as:

The M2 measure of the money supply is less sensitive than M1 to shifts by households and
firms—the nonbank public—from holding funds in one type of account to holding them
in another type of account. Suppose that, for instance, the nonbank public wants to switch
funds from checkable deposits and savings accounts to money market deposit accounts.
In that case, D and N would fall, but MM would rise by the same amount, leaving M2
unchanged. However, M1, the sum of currency and checkable deposits, would fall.

We can express M2 as the product of an M2 multiplier and the monetary base:

We can derive an expression for the M2 multiplier similar to the expression we derived
for the M1 multiplier. The result is:

The M2 multiplier is significantly larger than the M1 multiplier because the terms
(N/D) and (MM/D) are added to the numerator. Because the volume of both non-
transaction accounts and money market–type accounts is greater than the volume of
checkable deposits, (N/D) and (MM/D) are greater than 1. With no reserve require-
ments for these accounts, M2 money expansion from a change in the monetary base is
greater than that for M1. The M2 multiplier has been more stable than the M1 multi-
plier since 1980.

Components of the M2 multiplier affect the size of the multiplier in a manner
similar to that for M1. Increases in the required reserve ratio and the currency-to-
deposit ratio reduce the extent of deposit expansion, thereby reducing the multiplier.
However, an increase in the nonbank public’s preference for nontransaction or money
market–type accounts relative to checkable deposits increases the multiplier.

Fed watchers predict the growth of M2 in much the same way as they do for M1.
They forecast changes in the monetary base—particularly in the nonborrowed base—
and in the components of the M2 multiplier.

M2 multiplier =
1 + (C>D) + (N>D) + (MM>D)

(C>D) + rrD + (ER>D)
.

M2 = (M2 multiplier) * Monetary base.

M2 = C + D + N + MM.
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Monetary Policy

LEARNING OBJECTIVES
After studying this chapter, you should be able to:

15.1 Describe the goals of monetary policy
(pages 443–446)

15.2 Understand how the Fed uses monetary
policy tools to influence the federal funds
rate (pages 446–452)

15.3 Trace how the importance of different 
monetary policy tools has changed over
time (pages 452–458)

15.4 Explain the role of monetary targeting in
monetary policy (pages 459–470)

BERNANKE’S DILEMMA

In the summer of 2010, Federal Reserve Chairman
Ben Bernanke was in a difficult position. During the
financial crisis of 2007–2009, the Fed had undertaken
extraordinary policy actions to keep the financial sys-
tem from imploding. As we saw in Chapter 14, the 
crisis deepened in the fall of 2008 following the 
bankruptcy of the Lehman Brothers investment bank.
At this time, the Fed made huge asset purchases that
greatly increased the size of its balance sheet, bank
reserves, and the monetary base. The Fed’s hope was
that in two years, the economy would be in the middle

of a strong recovery, and the Fed could begin what
Bernanke called its “exit strategy.” Although the Fed
never described it in detail, the exit strategy was the
process by which it would shrink its balance sheet and
return bank reserves and the monetary base to more
normal levels.

Unfortunately, as Bernanke testified before
Congress in late July 2010, the economy was recover-
ing from the 2007–2009 recession more slowly than
the Fed had hoped. In the second quarter of 2010, real
GDP had increased by only 1.7% at an annual rate.

Key Issue and Question

At the end of Chapter 1, we noted that the financial crisis of 2007–2009 raised a series of important
questions about the financial system. In answering these questions, we will discuss essential functions
of the financial system. Here are the key issue and key question for this chapter:

Issue: During the financial crisis, the Federal Reserve employed a series of new policy tools in an
attempt to stabilize the financial system.

Question: Should price stability still be the most important policy goal of central banks?

Answered on page 471
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initiatives from the Fed. Fiscal policy involves changes
in government spending and in taxes that require
action by the president and the 535 members of
Congress—a process that can be laborious and time-
consuming. But monetary policy is concentrated in
the hands of the Fed’s Board of Governors and Federal
Open Market Committee (FOMC). In practice, power
over monetary policy is even more concentrated
because both the Board of Governors and FOMC
typically defer to the chairman’s policy proposals. So,
it was not surprising that Bernanke was the center of
attention as the economy struggled through a slow
recovery in 2010.

For a discussion of some of the policy options
open to the Fed, read AN INSIDE LOOK AT POLICY
on page 472.
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This growth rate was too slow to expand employment
sufficiently to bring down the unemployment rate,
which remained well above 9%. Would the economy
grow more rapidly in the second half of the year?
Bernanke called the outlook “unusually uncertain.”
Although growth in real GDP increased to 2.0% in the
third quarter of 2010, in early November, the Fed
announced a second round of quantitative easing
under which it would buy $600 billion in long-term
Treasury securities.

The public focus on Bernanke and his colleagues
at the Fed was not unusual. Although in early 2009,
Congress and President Barack Obama had enacted a
fiscal policy action that involved substantial increases
in government spending and reductions in taxes, most
macroeconomic policy consists of monetary policy

Source: Sudeep Reddy, “Bernanke Prepared to Take New Steps,” Wall Street Journal, July 22, 2010.

Although we can easily identify the goals of monetary policy, as Ben Bernanke acknowl-
edged during 2010, it is not always so easy to enact policies that achieve those goals. The
Fed has a limited number of monetary policy tools to use in attaining its goals. The Fed
uses its policy tools primarily to change the money supply and short-term interest rates.
During the financial crisis, though, the Fed had to move beyond a focus on the money
supply and short-term interest rates, as it attempted to reach its goals. In this chapter,
we describe how the Fed conducts monetary policy and we identify the difficulties the
Fed encounters in designing effective monetary policies.

The Goals of Monetary Policy
Most economists and policymakers agree that the overall aim of monetary policy is to
advance the economic well-being of the population. Although there are many ways to
assess economic well-being, it is typically determined by the quantity and quality of
goods and services that individuals can enjoy. Economic well-being arises from the
efficient employment of labor and capital and the steady growth in output. In addi-
tion, stable economic conditions—minimal fluctuations in production and employ-
ment, steady interest rates, and smoothly functioning financial markets—are qualities
that enhance economic well-being. The Fed has set six monetary policy goals that are
intended to promote a well-functioning economy: (1) price stability, (2) high employ-
ment, (3) economic growth, (4) stability of financial markets and institutions, (5)
interest rate stability, and (6) foreign-exchange market stability. The Fed and other
central banks try to set monetary policy to achieve these goals.

Price Stability
Inflation, or persistently rising prices, erodes the value of money as a medium of
exchange and as a unit of account. Especially since inflation rose dramatically and
unexpectedly during the 1970s, policymakers in most industrial economies have set
price stability as a policy goal. In a market economy, in which prices communicate
information about costs and about demand for goods and services to households and
firms, inflation makes prices less useful as signals for resource allocation. When the

15.1

Learning Objective
Describe the goals of
monetary policy.
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overall price level changes, families have trouble deciding how much to save for their
children’s education or for retirement, and firms facing uncertain future prices hesitate
to enter into long-term contracts with suppliers or customers. Fluctuations in inflation
can also arbitrarily redistribute income, as when lenders suffer losses when inflation is
higher than expected.

Severe inflation inflicts even greater economic costs. Rates of inflation in the hun-
dreds or thousands of percent per year—known as hyperinflation—can severely dam-
age an economy’s productive capacity. In extreme cases, money loses value so quickly
that it no longer functions as a store of value or medium of exchange. People need a
wheelbarrow full of cash to buy groceries. During the hyperinflation of the 1920s in
Germany, production plummeted and unemployment soared. The resulting economic
instability paved the way for Hitler’s fascist regime to come to power 10 years later. The
range of problems caused by inflation—from uncertainty to economic devastation—
make price stability a key monetary policy goal.

High Employment
High employment, or a low rate of unemployment, is another key monetary policy 
goal. Unemployed workers and underused factories and machines lower output.
Unemployment causes financial distress and decreases self-esteem for workers who
lack jobs. Congress and the president share responsibility for the goal of high employ-
ment. Congress enacted the Employment Act of 1946 and the Full Employment and
Balanced Growth Act of 1978 (the Humphrey-Hawkins Act) to promote high employ-
ment and price stability.

Although the Fed is committed to high employment, it does not seek a zero percent
rate of unemployment. Even under the best economic conditions, some workers move
into or out of the job market or are between jobs. Workers sometimes leave one job to
pursue another and might be unemployed in the meantime. Individuals also leave the
labor force to obtain more education and training or to raise a family, and reentry may
take time. This type of frictional unemployment enables workers to search for positions
that maximize their well-being. Structural unemployment refers to unemployment that
is caused by changes in the structure of the economy, such as shifts in manufacturing
techniques, increased use of computers, and increases in the production of services
instead of goods. The tools of monetary policy are aimed at affecting economic condi-
tions throughout the economy, so they are ineffective in reducing the levels of frictional
and structural unemployment. Instead, the Fed attempts to reduce levels of cyclical
unemployment, which is unemployment associated with business cycle recessions.
Sometimes economists have difficulty distinguishing structural unemployment from
cyclical unemployment. For example, in 2010, some economists argued that while the
high level of unemployment had a large cyclical component, structural unemployment
might also have risen as the decline in the residential construction industry was expected
to persist for a number of years. How much an increase in structural unemployment
was contributing to the high unemployment rate was unclear, however.

When all workers who want jobs have them (apart from the frictionally and struc-
turally unemployed) and the demand and supply of labor are in equilibrium, economists
say that unemployment is at its natural rate (sometimes called the full-employment rate
of unemployment). Economists disagree on the exact value of the natural rate of unem-
ployment, and there is good reason to believe that it varies over time in response to
changes in the age and gender composition of the labor force and changes in government
policies with respect to taxes, minimum wages, and unemployment insurance compen-
sation. Currently, most economists estimate that the natural rate of unemployment is
between 5% and 6%, or far below the 9.6% unemployment rate the U.S. was experienc-
ing in October 2010.
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Economic Growth
Policymakers seek steady economic growth, or increases in the economy’s output of
goods and services over time. Economic growth provides the only source of sustained
real increases in household incomes. Economic growth depends on high employment.
With high employment, businesses are likely to grow by investing in new plant and
equipment that raise profits, productivity, and workers’ incomes. With high unem-
ployment, businesses have unused productive capacity and are much less likely to
invest in capital improvements. Policymakers attempt to encourage stable economic
growth because a stable business environment allows firms and households to plan
accurately and encourages the long-term investment that is needed to sustain growth.

Stability of Financial Markets and Institutions
When financial markets and institutions are not efficient in matching savers and bor-
rowers, the economy loses resources. Firms with the potential to produce high-quality
products and services cannot obtain the financing they need to design, develop, and
market these products and services. Savers waste resources looking for satisfactory
investments. The stability of financial markets and institutions makes possible the effi-
cient matching of savers and borrowers.

Congress and the president created the Fed in response to the financial panics of
the late 1800s and early 1900s. As we saw in Chapter 12, the Fed failed to stop the
bank panics of the early 1930s that increased the severity of the Great Depression.
During the post-World War II period, the Fed experienced greater success in averting
potential panics in the commercial paper, stock, and commodity markets. The Fed’s
attention to financial stability was shown by its interventions following the stock
market crash of 1987 and the terrorist attacks of September 11, 2001. Although the
Fed also responded vigorously to the financial crisis that began in 2007, it initially
underestimated its severity and was unable to head off the deep recession of
2007–2009. The financial crisis led to renewed debate over whether the Fed should
take action to forestall asset price bubbles such as those associated with the dot-com
boom on the U.S. stock market in the late 1990s and the U.S. housing market in the
2000s. Fed policymakers and many economists have generally argued that asset bub-
bles are difficult to identify ahead of time and actions to deflate them may be coun-
terproductive. But the severity of the 2007–2009 recession led some economists and
policymakers to reassess this position. Financial stability has clearly become a more
important Fed policy goal.

Interest Rate Stability
Like fluctuations in price levels, fluctuations in interest rates make planning and
investment decisions difficult for households and firms. Increases and decreases in
interest rates make it hard for firms to plan investments in plant and equipment and
make households more hesitant about long-term investments in houses. Because peo-
ple often blame the Fed for increases in interest rates, the Fed’s goal of interest rate sta-
bility is motivated by political pressure as well as by a desire for a stable saving and
investment environment. In addition, as we have seen, sharp interest rate fluctuations
cause problems for banks and other financial firms. So, stabilizing interest rates can
help to stabilize the financial system.

Foreign-Exchange Market Stability
In the global economy, foreign-exchange market stability, or limited fluctuations in the
foreign-exchange value of the dollar, is an important monetary policy goal of the Fed.
A stable dollar simplifies planning for commercial and financial transactions. In addi-
tion, fluctuations in the dollar’s value change the international competitiveness of U.S.

Economic growth
Increases in the economy’s
output of goods and serv-
ices over time; a goal of
monetary policy.
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industry: A rising dollar makes U.S. goods more expensive abroad, reducing exports,
and a falling dollar makes foreign goods more expensive in the United States. In prac-
tice, the U.S. Treasury often originates changes in foreign-exchange policy, although
the Fed implements these policy changes.

Can the Fed achieve these monetary policy goals? In the next section, we consider
the monetary policy tools the Fed has available to reach its goals.

Monetary Policy Tools and the Federal Funds Rate
Until the financial crisis of 2007–2009, the Fed primarily relied on three monetary pol-
icy tools. During the financial crisis, the Fed announced several new policy tools. In the
fall of 2010, two of these new policy tools were still active. We first consider the Fed’s
three traditional policy tools:

1. Open market operations. Open market operations are the Fed’s purchases and
sales of securities in financial markets. Traditionally, the Fed concentrated on pur-
chases and sales of Treasury bills, with the aim of influencing the level of bank
reserves and short-term interest rates. During the financial crisis, the Fed began
purchasing a wider variety of securities to affect long-term interest rates and to
support the flow of credit in the financial system.

2. Discount policy. Discount policy includes setting the discount rate and the terms
of discount lending. When Congress passed the Federal Reserve Act in 1913, it
expected that discount policy would be the Fed’s primary monetary policy tool.
The discount window is the means by which the Fed makes discount loans to
banks, and serves as the channel to meet banks’ short-term liquidity needs.

3. Reserve requirements. The Fed mandates that banks hold a certain fraction of
their checkable deposits as vault cash or deposits with the Fed.1 These reserve
requirements are the last of the Fed’s three traditional monetary policy tools. In
Chapter 14, we showed that the required reserve ratio is a determinant of the
money multiplier in the money supply process.

During the financial crisis, the Fed introduced two new policy tools connected
with bank reserve accounts that were still active in the fall of 2010:

1. Interest on reserve balances. In October 2008, the Fed introduced a new tool when
it began for the first time to pay interest on banks’ required reserve and excess reserve
deposits.2 As we noted in Chapter 14, reserve requirements impose an implicit tax on
banks because banks could otherwise receive interest on the funds by lending them
out or by investing them. The Fed reduces the size of this tax by paying interest on
reserve balances. The Fed also gains a greater ability to influence banks’ reserve bal-
ances. By raising the interest rate it pays, the Fed can increase banks’ holdings of
reserves, potentially restraining banks’ ability to extend loans and increase the
money supply. By reducing the interest rate, the Fed can have the opposite effect.

2. Term deposit facility. In April 2010, the Fed announced that it would offer banks
the opportunity to purchase term deposits, which are similar to the certificates of

Open market operations
The Federal Reserve’s 
purchases and sales of
securities, usually U.S.
Treasury securities, in
financial markets.

1Required reserves vary with the level of checkable deposits. As of November 2010, banks do not have to hold
reserves on their first $10.7 million of checkable deposits. They must hold reserves of 3% on the next $44.5
million in checkable deposits, and reserves of 10% on checkable deposits above $55.2 million.
2Technically, the Fed can set separate interest rates on required reserve balances and on excess reserve bal-
ances. As of November 2010, the interest rate on both types of balances has been the same—0.25%.

15.2

Learning Objective
Understand how the
Fed uses monetary
policy tools to influence
the federal funds rate.

Discount policy The policy
tool of setting the discount
rate and the terms of 
discount lending.

Discount window The
means by which the Fed
makes discount loans to
banks, serving as the
channel for meeting the
liquidity needs of banks.

Reserve requirement The
regulation requiring banks
to hold a fraction of check-
able deposits as vault cash
or deposits with the Fed.
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deposit that banks offer to households and firms. The Fed offers term deposits to
banks in periodic auctions. The interest rates are determined by the auctions and
have been slightly above the interest rate the Fed offers on reserve balances. For
example, in October 2010, the interest rate on the Fed’s auction of $5 billion in 
28-day term deposits was 0.27%, which was higher than the interest rate of 0.25% the
Fed was paying on reserve deposits. The term deposit facility gives the Fed another
tool in managing bank reserve holdings, which, as we saw in Chapter 14, were at the
very high level of more than $1 trillion in late 2010. The more funds banks place in
term deposits, the less they will have available to expand loans and the money supply.

The Federal Funds Market and the Fed’s Target Federal Funds Rate
In the decades preceding the financial crisis of 2007–2009, the focus of Fed policy was
setting a target for the federal funds rate, which is the interest rate that banks charge
each other on very short-term loans. The target for the federal funds rate is set at meet-
ings of the Federal Open Market Committee (FOMC), which take place eight times per
year in Washington, DC. Although the Fed sets a target for the federal funds rate, the
actual rate is determined by the interaction of demand and supply for bank reserves in
the federal funds market.

To analyze the determinants of the federal funds rate, we need to examine the
banking system’s demand for and the Fed’s supply of reserves. We use a graph of the
demand for and supply of reserves to see how the Fed uses its policy tools to influence
the federal funds rate and the money supply.

Demand for Reserves Banks demand reserves both to meet their legal obligation to
hold required reserves and because they may wish to hold excess reserves to meet their
short-term liquidity needs. The demand curve for reserves, D, shown in Figure 15.1,
includes banks’ demand for both required reserves, RR, and excess reserves, ER. The
demand curve is drawn assuming that factors other than the federal funds rate—such
as other market interest rates or the required reserve ratio—that would affect banks’
demand for reserves are held constant. As with other types of loans, we would expect
that the higher the interest rate, the lower the quantity of loans demanded. As the fed-
eral funds rate, iff, increases, the opportunity cost to banks of holding excess reserves
increases because the return they could earn from lending out those reserves goes up.

Federal funds rate The
interest rate that banks
charge each other on very
short-term loans; deter-
mined by the demand and
supply for reserves in the
federal funds market.
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Equilibrium in the
Federal Funds Market
Equilibrium in the federal funds
market occurs at the intersection
of the demand curve for reserves,
D, and the supply curve for
reserves, S. The Fed determines
the level of reserves, R, the dis-
count rate, id, and the interest rate
on banks’ reserve balances at the
Fed, irb. Equilibrium reserves are
R*, and the equilibrium federal
funds rate is •i*ff.
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So, as the federal funds rate increases, the quantity of reserves demanded will decline.
The result is that banks’ demand curve for reserves will be downward sloping.

Notice that in Figure 15.1, the demand curve for reserves becomes horizontal (or,
perfectly elastic) at the interest rate irb, which is the interest rate the Fed pays on banks’
reserve balances. The interest rate that the Fed pays on reserves sets a floor for the fed-
eral funds rate. To see why, suppose that the Fed is paying banks 0.25% on their reserve
balances, but the federal funds rate is only 0.10%. Banks could borrow funds in the
federal funds market at 0.10%, deposit the money in their reserve balances at the Fed,
and earn a risk-free 0.15%. Competition among banks to obtain the funds to carry out
this risk-free arbitrage would force up the federal funds rate to 0.25%, which is the rate
at which banks could no longer earn arbitrage profits.

Supply of Reserves Figure 15.1 also shows the supply curve for reserves, S. The Fed
supplies borrowed reserves, in the form of discount loans, and nonborrowed reserves,
through open market operations. The vertical portion of the supply curve reflects the
assumption that the Fed can set reserves, R, at whatever level it needs to in order to
meet its objectives. So, the quantity of reserves does not depend on the federal funds
rate, making this portion of the supply curve vertical. Note, though, that the supply
curve becomes horizontal (or perfectly elastic) at id, which is the discount rate that the
Fed sets. At a federal funds rate below the discount rate, borrowing from the Fed is zero
because banks can borrow more cheaply from other banks. So, in this case, all bank
reserves are nonborrowed reserves. The discount rate is a ceiling on the federal funds
rate because banks would not pay a higher interest rate to borrow from other banks
than the discount rate they can pay to borrow from the Fed.

Equilibrium in the Federal Funds Market The equilibrium federal funds rate and level
of reserves occur at the intersection of the demand and supply curves in Figure 15.1.
Equilibrium reserves equal R*, and the equilibrium federal funds rate equals 

Open Market Operations and the Fed’s Target for 
the Federal Funds Rate
The centerpiece of Fed policymaking has been the meetings of the FOMC, at which the
Fed announces a target for the federal funds rate. Although only banks can borrow
and lend at the federal funds rate, changes in this interest rate can have broad effects
on the economy. For example, when the FOMC lowers the target for the federal funds
rate, the lower cost of funds to banks typically leads to lower interest rates on bank
loans to households and firms. Responding to the lower rates, firms increase their
spending on machinery, equipment, and other investment goods, and households
increase their spending on cars, furniture, and other consumer durables.

The Fed uses open market operations to hit its target for the federal funds rate. For
example, on October 29, 2008, to help ease the financial crisis and the recession, the
FOMC lowered its target for the federal funds rate from 1.5% to 1%. To accomplish
this goal, the Fed had to engage in open market purchases of Treasury securities. At the
same time that the Fed lowered its target for the federal funds rate, it cut the discount
rate from 1.75% to 1.25%. Panel (a) of Figure 15.2 illustrates the results of the Fed’s
actions. If nothing else changes in the federal funds market, an open market purchase
shifts the reserve supply curve to the right, from S1 to S2, increasing bank reserves and
decreasing the federal funds rate. Because the discount rate was lowered, the horizon-
tal portion of the reserve supply curve also shifts down. The equilibrium level of bank
reserves increases from to and the equilibrium federal funds rate declines from
1.5% to 1%.

R*
2,R*

1

i*ff .
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To increase its target for the federal funds rate, the Fed engages in open market sales
of Treasury securities. For example, on June 29, 2006, the FOMC increased its target
for the federal funds rate from 5% to 5.25%. At the same time, the Fed raised the dis-
count rate from 6% to 6.25%. The Fed wanted to push up interest rates to slow the
economy in the face of the housing bubble and a rising inflation rate. Panel (b) of
Figure 15.2 illustrates the result of an open market sale. The supply curve for reserves
shifts to the left, from S1 to S2, decreasing the equilibrium level of bank reserves from

to and increasing the equilibrium federal funds rate from 5% to 5.25%. Because
the discount rate was increased, the horizontal portion of the reserve supply curve also
shifts up. (Note that because these events took place before the Fed began paying inter-
est on bank reserve deposits, we have omitted the horizontal segment of the demand
curve for reserves.)

In summary, an open market purchase of securities by the Fed decreases the fed-
eral funds rate. An open market sale of securities increases the federal funds rate.

The Effect of Changes in the Discount Rate and 
in Reserve Requirements
The Fed adjusts the target for the federal funds rate almost exclusively through open
market operations, but we can briefly consider the effect on the market for reserves of
changes in the discount rate and changes in the required reserve ratio.

Changes in the Discount Rate Since 2003, the Fed has kept the discount rate higher
than the target for the federal funds rate. This makes the discount rate a penalty rate,
which means that banks pay a penalty by borrowing from the Fed rather than from

R*
2R*

1

irb

1.75%

1.50

1.25

1.00

F
ed

er
al

 f
u

n
d

s 
ra

te
, i

ff

F
ed

er
al

 f
u

n
d

s 
ra

te
, i

ff

Reserves, RR*1 R*1R*2 R*2

S1

S2

D

3. The equilibrium federal
funds rate falls from 
1.5% to 1%.

2. The discount rate 
is cut from 1.75% 
to 1.25%.

1. An open market
purchase increases
the supply of reserves.

(a) Using an open market purchase to lower the 
      target for the federal funds rate
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Figure 15.2 Effects of Open Market Operations on the Federal Funds Market

In panel (a), an open market purchase of securities by the Fed increases
reserves in the banking system, shifting the supply curve to the right from 
S1 to S2. The equilibrium level of reserves increases from to while 
the equilibrium federal funds rate falls from 1.5% to 1%. The discount rate 
is also cut from 1.75% to 1.25%.

In panel (b), an open market sale of securities by the Fed reduces reserves,
shifting the supply curve to the left from S1 to S2. The equilibrium level of
reserves decreases from to while the equilibrium federal funds rate
rises from 5% to 5.25%. The discount rate is also increased from 6% to
6.25%.•
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other banks in the federal funds market. Typically, the Fed has raised or lowered the
discount rate at the same time that it raises or lowers the target for the federal funds
rate.3 As a result, changes in the discount rate have no independent effect on the fed-
eral funds rate. In the reserves market graph, the horizontal portion of the supply
curve is always above the equilibrium federal funds rate.

Changes in the Required Reserve Ratio The Fed rarely changes the required reserve
ratio. The last change took place in April 1992, when the required reserve ratio was
reduced from 12% to 10%. It is possible, though, that the Fed might change the required
reserve ratio in the future. Changing the required reserve ratio without also engaging 
in open market operations would cause a change in the equilibrium federal funds rate.
We illustrate this result in panel (a) of Figure 15.3. If the other factors underlying the
demand and supply curves for reserves are held constant, an increase in the required
reserve ratio shifts the demand curve to the right from D1 to D2 because banks have to
hold more reserves. As a result, the equilibrium federal funds rate increases from to

while the equilibrium level of reserves remains unchanged at 
It is unlikely that the Fed would begin using changes in the required reserve ratio

as a means of changing its target for the federal funds rate. It is more likely that if the
Fed changes the required reserve ratio, it will carry out offsetting open market opera-
tions to keep the target for the federal funds rate unchanged. Panel (b) shows the situ-
ation where the Fed combines an increase in the required reserve ratio with an open

R*
1.i*ff2

i*ff1

3An exception to this rule came in February 2010, when the Fed increased the discount rate from 0.50%
to 0.75% while leaving the target for the federal funds rate unchanged.
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Figure 15.3 The Effect of a Change in the Required Reserve Ratio on the Federal Funds Market

In panel (a), the Fed increases the required reserve ratio, which shifts the
demand curve for reserves from D1 to D2. The equilibrium federal funds
rate rises from to In panel (b), the Fed increases the required
reserve ratio, which shifts the demand curve from D1 to D2. The Fed offsets

the effects of the increase in the required reserve ratio with an open 
market purchase, shifting the supply curve from S1 to S2. The level of
reserves increases from to while the target federal funds rate R*

2,R*
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remains unchanged, at •i*ff1.
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market purchase so as to keep unchanged its target for the federal funds rate. As in
panel (a), the increase in the required reserve ratio shifts the demand curve to the right
from D1 to D2, but in this case the open market purchase shifts the supply curve to the
right from S1 to S2, keeping the target for the federal funds rate unchanged at The
equilibrium level of reserves increases from to R*

2.R*
1

i*ff1.

Solved Problem 15.2
Analyzing the Federal Funds Market

Solving the Problem
Step 1 Review the chapter material. This problem is about the federal funds mar-

ket, so you may want to review the section “Open Market Operations and the
Fed’s Target for the Federal Funds Rate,” which begins on page 448, and 
the section “The Effect of Changes in the Discount Rate and in Reserve
Requirements,” which begins on page 449.

Step 2 Answer part (a) by drawing the appropriate graph. If banks decrease their
demand for reserves, the demand curve will shift to the left. Unless the Fed offsets
the effect of the shift, the equilibrium federal funds rate will decrease. To offset
the decline in the demand for reserves, the Fed needs to carry out an open mar-
ket sale, shifting the supply curve for reserves to the left. Your graph should show
that after these two shifts the equilibrium federal funds rate is unchanged.
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1. A decrease in banks’ 
demand for reserves 
shifts the demand
curve to the left.

2. The Fed offsets the shift in demand
with an open market sale that shifts
the supply curve to the left.

3. The level of reserves
declines.

4. The equilibrium
federal  funds
rate is unchanged.

Use demand and supply graphs for the federal funds
market to analyze the following two situations. Be sure
that your graphs clearly show changes in the equilibri-
um federal funds rate and equilibrium level of reserves,
and also any shifts in the demand and supply curves.

a. Suppose that banks decrease their demand for
reserves. Show how the Fed can offset this change

through open market operations in order to keep
the equilibrium federal funds rate unchanged.

b. Suppose that in equilibrium the federal funds rate
is equal to the interest rate the Fed is paying on
reserves. If the Fed carries out an open market pur-
chase, show the effect on the equilibrium federal
funds rate.
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Step 3 Answer part (b) by drawing the appropriate graph. If the equilibrium fed-
eral funds rate is equal to the interest rate the Fed is paying banks on their
reserve balances, the supply curve must be intersecting the demand curve on
the horizontal segment of the demand curve. An open market purchase will
shift the supply curve to the right, which increases the equilibrium level of
reserves, but because the supply curve is already in the horizontal segment of
the demand curve, the equilibrium federal funds rate will not change.

For more practice, do related problem 2.10 on page 475 at the end of this chapter.

More on the Fed’s Monetary Policy Tools
Now that we have looked at how the Fed’s monetary policy tools affect the federal
funds rate, we can look more broadly at each of the tools.

Open Market Operations
The original Federal Reserve Act didn’t specifically mention open market operations
because at that time financial market participants did not understand them well. The
Fed began to use open market purchases as a policy tool during the 1920s, when it
acquired World War I Liberty Bonds from banks, enabling banks to finance more busi-
ness loans. Before 1935, district Federal Reserve Banks conducted limited open market
operations in securities markets, but these transactions lacked central coordination
and were not always used to achieve a monetary policy goal. The lack of concerted
intervention by the Fed during the banking crisis of the early 1930s led Congress in
1935 to establish the FOMC to guide open market operations.

When the Fed carries out an open market purchase of Treasury securities, the
prices of these securities increase, thereby decreasing their yield. Because the purchase
will increase the monetary base, the money supply will expand. An open market sale
decreases the price of Treasury securities, thereby increasing their yield. The sale
decreases the monetary base and the money supply. Because open market purchases
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reduce interest rates, they are considered an expansionary policy. Open market sales
increase interest rates and are considered a contractionary policy.

Implementing Open Market Operations How does the Fed carry out open market
operations? At the end of each meeting, the FOMC issues a statement that includes its
target for the federal funds rate and its assessment of the economy, particularly with
respect to its policy goals of price stability and economic growth. In addition, the
FOMC issues a policy directive to the Federal Reserve System’s account manager, who
is a vice president of the Federal Reserve Bank of New York and who has the respon-
sibility of implementing open market operations and hitting the FOMC’s target for
the federal funds rate. Open market operations are conducted each morning on the
Open Market Trading Desk at the Federal Reserve Bank of New York. The trading desk
is linked electronically through a system called the Trading Room Automated
Processing System (TRAPS) to about 18 primary dealers, who are private securities
firms that the Fed has selected to participate in open market operations. Each morn-
ing, the trading desk notifies the primary dealers of the size of the open market pur-
chase or sale being conducted and asks them to submit offers to buy or sell Treasury
securities. The dealers have just a few minutes to respond. Once the dealers’ offers have
been received, the Fed’s account manager goes over the list, accepts the best offers, and
then has the trading desk buy or sell the securities until the volume of reserves reaches
the Fed’s desired goal. These securities are either added to or subtracted from the port-
folios of the various Federal Reserve banks according to their shares of total assets in
the system.

How does the account manager know what to do? The manager interprets the
FOMC’s most recent policy directive, holds daily conferences with two members of the
FOMC, and personally analyzes financial market conditions. Then the manager com-
pares the level of reserves in the banking system with the level the trading desk staff
estimates will be necessary to hit (or maintain) the target federal funds rate. If the level
of reserves needs to be increased over the current level, the account manager orders the
trading desk to purchase securities. If the level of reserves needs to be decreased, the
account manager orders the trading desk to sell securities.

In conducting the Fed’s open market operations, the trading desk makes both
dynamic, or permanent, open market operations and defensive, or temporary, open
market operations. Dynamic open market operations are intended to change monetary
policy as directed by the FOMC. Defensive open market operations are intended to offset
temporary fluctuations in the demand or supply for reserves, not to carry out changes
in monetary policy. Dynamic open market operations are likely to be conducted as out-
right purchases and sales of Treasury securities—that is, by buying from or selling to
primary dealers. Defensive open market operations are much more common than
dynamic operations. Defensive open market purchases are conducted through repur-
chase agreements. With these agreements, the Fed buys securities from a primary dealer,
and the dealer agrees to buy them back at a given price at a specified future date, usually
within one week. In effect, the government securities serve as collateral for a short-term
loan. For defensive open market sales, the trading desk often engages in matched
sale–purchase transactions (sometimes called reverse repos), in which the Fed sells secu-
rities to primary dealers, and the dealers agree to sell them back to the Fed in the near
future. Economic disturbances, such as natural disasters, also cause unexpected fluctu-
ations in the demand for currency and bank reserves. The Fed’s account manager must
respond to these events and sell or buy securities to maintain the monetary policy indi-
cated by the FOMC’s guidelines.
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Making the Connection

A Morning’s Work at the Open Market Trading Desk
The following is an overview of activity at the Open Market Trading Desk at the
Federal Reserve Bank of New York.

7:00 A.M. The account manager receives from the research staff an estimate of the
supply of reserves for that day and for the remaining days of the current maintenance
period. The maintenance period is the two-week period over which the Fed calculates
banks’ required reserve balances.

8:00 A.M.–9:00 A.M. The account manager begins informal discussions with market
participants to assess conditions in the government securities market. From these dis-
cussions and from data supplied by the staff of the FOMC, the account manager esti-
mates the demand for reserves and how the prices of government securities will change
during the trading day. The account manager’s staff compares forecasts on Treasury
deposits and information on the timing of future Treasury sales of securities with the
staff of the Office of Government Finance in the Treasury Department. These Treasury
activities can affect the level of bank reserves and the monetary base.

9:10 A.M. After reviewing the information from the various staffs, the account man-
ager studies the FOMC’s directive. This directive identifies the level of the federal funds
rate desired. The account manager must design dynamic open market operations to
implement changes requested by the FOMC and defensive open market operations to
offset temporary disturbances to reserves as predicted by the staff. The account man-
ager places the daily conference call to at least two members of the FOMC to discuss
trading strategy.

9:30 A.M. On approval of the trading strategy, the traders at the Federal Reserve
Bank of New York notify the primary dealers in the government securities market of
the Fed’s desired transactions. If traders plan to make open market purchases, they
request quotations for asked prices. If traders plan to make open market sales, they
request quotations for bid prices. (Recall that the asked price is the price at which a
dealer is willing to sell a security, and the bid price is the price at which a dealer is will-
ing to buy a security.)

9:40 A.M. The primary dealers submit their propositions to the trading desk.

9:41 A.M. The trading desk selects the lowest prices offered when making purchases
and accepts the highest prices when making sales and returns the results to dealers.

10:30 A.M. By this time, the transactions have been completed and the trading room
at the Federal Reserve Bank of New York is less hectic. No long coffee breaks or three-
martini lunches for the account manager and staff, though, because they are busy the
rest of the day monitoring conditions in the federal funds market and the level of bank
reserves to get ready for the next day of trading.

Source: Adapted from "A Morning at the Desk" from Implementing Monetary Policy: The Federal
Reserve in the 21st Century by Christopher Burke. Federal Reserve Bank of New York, January 13,
2010.

Test your understanding by doing related problem 3.8 on page 477 at the end of
this chapter.
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Open Market Operations Versus Other Policy Tools Open market operations have
several benefits that other policy tools lack: control, flexibility, and ease of implemen-
tation. Because the Fed initiates open market purchases and sales, it completely con-
trols their volume. Discount loans depend in part on the willingness of banks to
request the loans and so are not as completely under the Fed’s control.

Open market operations are flexible because the Fed can make both large and
small open market operations. Often, dynamic operations require large purchases or
sales, whereas defensive operations call for small purchases or sales. Other policy tools
lack such flexibility. Reversing open market operations is simple for the Fed. For exam-
ple, if the Fed decides that its open market sales have made reserves grow too slowly, it
can quickly authorize open market purchases. Discount loans and reserve requirement
changes are more difficult to reverse quickly. This is a key reason that the Fed has left
reserve requirements unchanged since 1992.

The Fed can implement its open market operations rapidly, with no administra-
tive delays. All that is required is for the trading desk to place buy or sell orders with
the primary dealers. Changing the discount rate or reserve requirements requires
lengthier deliberation.

“Quantitative Easing”: Fed Bond Purchases During the Financial Crisis of 2007–
2009 In recent decades, Fed open market operations have concentrated on buying
and selling short-term Treasury securities, with the intention of affecting the market
for bank reserves and the equilibrium federal funds rate. But by December 2008, the
Fed had driven the target for the federal funds rate nearly to zero, while the financial
crisis and the economic recession had deepened. These continuing problems led the
Fed to take the unusual step of buying more than $1.7 trillion in mortgage-backed
securities and longer-term Treasury securities during 2009 and early 2010. This policy
of a central bank attempting to stimulate the economy by buying long-term securities
is called quantitative easing. The Fed’s objective was to reduce the interest rates on
mortgages and on 10-year Treasury notes. Lower interest rates on mortgages could
help to spur new home sales. And lower interest rates on 10-year Treasury notes could
help to lower interest rates on corporate bonds, thereby increasing investment spend-
ing on physical capital. In November 2010, the Fed announced a second round of
quantitative easing (dubbed QE2). With QE2 the Fed would buy an additional $600
billion in long-term Treasury securities through June 2011. As we saw in the chapter
opener, QE2 was the result of the economy’s slow recovery from the recession. Because
these bond purchases would greatly expand the monetary base, some economists and
policymakers worried that they would eventually lead to higher inflation.

Quantitative easing
A central bank policy that
attempts to stimulate the
economy by buying long-
term securities.

Making the Connection

Why Can’t the Fed Always Hit Its Federal Funds Target?
Although media reports routinely refer to the Fed as setting the federal funds rate, we
know that, in fact, the Fed can only set a target for the federal funds rate. The actual
federal funds rate is determined by the demand and supply for reserves in the federal
funds market. Because the Fed cannot control the demand for reserves, it cannot
ensure that the actual federal funds rate is equal to its target rate. It is the job of the
trading desk at the New York Fed to use open market operations to try to keep the
actual federal funds rate as close as possible to the target rate. The following graph
shows weekly values for the target and actual federal fund rates from January 1998
through July 2010.
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Discount Policy
Except for a brief period during 1966, before 1980, the Fed made discount loans only
to banks that were members of the Federal Reserve System. Banks perceived the ability
to borrow from the Fed through the discount window as an advantage of membership
that partially offset the cost of the Fed’s reserve requirements. Since 1980, all depository
institutions have had access to the discount window. Each Federal Reserve Bank main-
tains its own discount window, although all Reserve Banks charge the same discount
rate.

Overall, the trading desk has done a good job of keeping the actual rate close to the
target rate. The figure shows the target rate as 0% beginning in December 2008. In fact,
at that time, the FOMC announced that the target would be a range of 0% to 0.25%,
and the actual federal funds rate remained in that range every week through October
2010. But in most of those weeks, the actual federal funds rate was below 0.25%, even
though 0.25% was the interest rate that banks received from the Fed on their reserve
deposits. Why would banks apparently be willing to lend in the federal funds market
when they could receive a higher interest rate by leaving the money on deposit at the
Fed? The answer is that some financial institutions that can borrow and lend in the fed-
eral funds market are not eligible to receive interest on deposits with the Fed. In partic-
ular, Fannie Mae and Freddie Mac, the government-sponsored enterprises that are
major buyers of residential mortgages, supply sufficient funds in the reserves market to
frequently drive the equilibrium federal funds market below the interest rate on reserve
deposits.

By and large, though, the trading desk has the tools to keep the federal funds rate
close to the target set by the FOMC.

Test your understanding by doing related problem 3.12 on page 478 at the end of
this chapter.
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Primary credit Discount
loans available to healthy
banks experiencing tempo-
rary liquidity problems.

Secondary credit
Discount loans to banks
that are not eligible for pri-
mary credit.

Categories of Discount Loans The Fed’s discount loans to banks fall into three cat-
egories: (1) primary credit, (2) secondary credit, and (3) seasonal credit.

Primary credit is available to healthy banks with adequate capital and supervisory
ratings. Banks may use primary credit for any purpose and do not have to seek funds
from other sources before requesting a discount window loan from the primary credit
facility, or standing lending facility. The loans are usually very short term—often
overnight—but they can be for as long as several weeks. The primary credit interest
rate is set above the federal funds rate and so is only a backup source of funds, because
healthy banks will choose to borrow at a lower interest rate in the federal funds mar-
ket or from other sources. The main purpose of primary credit is to make funds avail-
able to banks to deal with temporary liquidity problems. In that sense, primary credit
represents the Fed’s actions in its role as a lender of last resort. When economists and
policymakers refer to the discount rate, they are referring to the interest rate on pri-
mary credit.

Secondary credit is intended for banks that are not eligible for primary credit
because they have inadequate capital or low supervisory ratings. This type of credit is
often used for banks that are suffering from severe liquidity problems, including those
that may soon be closed. The Fed carefully monitors how banks are using the funds
they obtain from these loans. The secondary credit interest rate is set above the pri-
mary credit rate, usually by 0.50 percentage point.

Seasonal credit consists of temporary, short-term loans to satisfy seasonal require-
ments of smaller banks in geographic areas where agriculture or tourism is important.
For example, by using these loans, a bank in a ski resort area in Vermont won’t have to
maintain excess cash or sell loans and investments to meet the borrowing needs of local
firms during the winter months. The seasonal credit interest rate is tied to the average
of rates on certificates of deposit and the federal funds rate. Because of improvements
in credit markets that allow even small banks access to market loans, many economists
question whether a seasonal credit facility is still needed.

Discount Lending During the Financial Crisis of 2007–2009 From its founding in
1913 until 1980, with a few brief exceptions, the Fed made loans only to members of
the Federal Reserve System. In 1980, Congress authorized the Fed to make loans to all
depository institutions. But as we saw in Chapter 11, by the beginning of the financial
crisis in 2007, a shadow banking system of investment banks, money market mutual
funds, hedge funds, and other nonbank financial firms had grown to be as large as the
commercial banking system. The initial stages of the financial crisis involved these
shadow banks rather than commercial banks. When the crisis began, the Fed was
handicapped in its role as a lender of last resort because it had no recent tradition of
lending to anyone but banks.

The Fed did, however, have the authority to lend more broadly. Section 13(3) of
the Federal Reserve Act authorizes the Fed in “unusual and exigent circumstances” to
lend to any “individual, partnership, or corporation” that could provide acceptable col-
lateral and could demonstrate an inability to borrow from commercial banks. The Fed
used this authority to set up several temporary lending facilities:

● Primary Dealer Credit Facility. Under this facility, primary dealers could borrow
overnight using mortgage-backed securities as collateral. This facility was intended
to allow the investment banks and large securities firms that are primary dealers to
obtain emergency loans. The facility was established in March 2008 and closed in
February 2010.

Seasonal credit Discount
loans to smaller banks in
areas where agriculture or
tourism is important.
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● Term Securities Lending Facility. Under this facility, the Fed would loan up to $200
billion of Treasury securities in exchange for mortgage-backed securities. By early
2008, selling mortgage-backed securities had become difficult. This facility was
intended to allow financial firms to borrow against those illiquid assets. It was
established in March 2008 and closed in February 2010.

● Commercial Paper Funding Facility. Under this facility, the Fed purchased three-
month commercial paper issued by nonfinancial corporations. As we discussed in
Chapter 11, when Lehman Brothers defaulted on its commercial paper in October
2008, many money market mutual funds suffered significant losses. As investors
began redeeming their shares in these funds, the funds stopped buying commercial
paper. Many corporations had come to rely on selling commercial paper to meet
their short-term financing needs, including funding their inventories and their
payrolls. By buying commercial paper directly from these corporations, the Fed
allowed them to continue normal operations. This facility was established in
October 2008 and closed in February 2010.

● Term Asset-Backed Securities Loan Facility (TALF). Under this facility, the Federal
Reserve Bank of New York extended three-year or five-year loans to help investors
fund the purchase of asset-backed securities. Asset-backed securities are securitized
consumer and business loans, apart from mortgages. For instance, some asset-
backed securities consist of consumer automobile loans that have been bundled
together as a security to be resold to investors. Following the financial crisis, the
market for asset-backed securities largely dried up. This facility was announced in
November 2007, and the last loans were made in June 2010.

In addition to these new lending facilities, the Fed set up a new way for banks to
receive discount loans under the Term Auction Facility. In this facility, the Fed for the
first time began auctioning discount loans at an interest rate determined by banks’
demand for the funds. All banks eligible to borrow under the regular primary credit
program could participate in the auctions. Depository institutions could pledge mort-
gage-backed securities, including those that were not otherwise marketable, as collateral
for the loans. The length of the loans was 28 days or 84 days. Typically, the interest rate
from these auctions was below the official discount rate. The length of the loans, the
low interest rate, and the broader acceptability of collateral made these loans attractive
to many banks during the crisis. The facility was established in December 2007 and
closed in March 2010.

The Fed ended these innovative discount programs in 2010, with the financial sys-
tem having recovered from the worst of the crisis.

Interest on Reserve Balances
Banks had long complained that the Fed’s failure to pay interest on the banks’
reserve deposits amounted to a tax. To respond to banks’ complaints and to give the
Fed greater control over movements in bank reserves, Congress authorized the Fed
to begin paying interest on bank reserve deposits beginning in October 2011. In
October 2008, during the financial crisis, Congress allowed the Fed to begin paying
interest immediately, which it did. Paying interest on reserve balances gives the Fed
another monetary policy tool. By increasing the interest rate, the Fed can increase
the level of reserves banks are willing to hold, thereby restraining bank lending and
increases in the money supply. Lowering the interest rate would have the opposite
effect.
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Monetary Targeting and Monetary Policy
The central bank’s objective in conducting monetary policy is to use its policy tools
to achieve monetary policy goals. But the Fed often faces trade-offs in attempting to
reach its goals, particularly the goals of high economic growth and low inflation. To
demonstrate the problem, suppose the Fed, intending to spur economic growth, uses
open market purchases to lower the target for the federal funds rate and to cause
other market interest rates to fall. Open market purchases also increase the monetary
base and the money supply. Lower interest rates typically increase consumer and
business spending in the short run. But a larger money supply can potentially
increase the inflation rate in the longer run. So, a policy that is intended to achieve
one monetary policy goal (economic growth) may have an adverse effect on another
(low inflation).

In the fall of 2010, Ben Bernanke and his colleagues at the Fed faced just this trade-
off. With economic growth having slowed and the unemployment rate seemingly stuck
well above 9%, the Fed contemplated taking further expansionary actions, such as
additional purchases of mortgage-backed securities or Treasury notes and bonds.
Doing so, however, would further increase the monetary base and, potentially, increase
fears of higher rates of inflation in the future.

The Fed faces another problem in reaching its monetary policy goals. Although it
hopes to encourage economic growth and price stability, it has no direct control over
real output or the price level. Interactions among households and firms determine real
output and the price level. The Fed can influence the price level or output only by using
its monetary policy tools—open market operations, discount policy, reserve require-
ments, and interest on bank reserves. But these tools don’t permit the Fed to achieve
its monetary policy goals directly.

The Fed also faces timing difficulties in using its monetary policy tools. The first
obstacle preventing the Fed from acting quickly is the information lag. This is the Fed’s
inability to observe instantaneously changes in GDP, inflation, or other economic vari-
ables. If the Fed lacks timely information, it may set a policy that doesn’t match actual
economic conditions, and its actions can actually worsen the problems it is trying to
correct. For example, some economists argue that an information lag resulted in the
Fed reducing the target for the federal funds too slowly during 2006 and 2007 follow-
ing the collapse of the housing bubble. A second timing problem is the impact lag. This
is the time that is required for monetary policy changes to affect output, employment,
or inflation. Changes in interest rates and the money supply affect the economy over
time, not immediately. Because of this lag, the Fed’s actions may affect the economy at
the wrong time, and the Fed might not be able to recognize its mistakes soon enough
to correct them. In 2010, some economists and policymakers argued that the Fed was
neglecting to take into account the impact lag in keeping the target of the federal funds
rate near zero for an extended period. In September 2010, Thomas Hoenig, president
of the Federal Reserve Bank of Kansas City, argued that the Fed should raise the target
to 1% to avoid causing a rise in future inflation.

One possible solution to the problems caused by the information lag and impact lag
is for the Fed to use targets to meet its goals. Targets partially solve the Fed’s inability to
directly control the variables that determine economic performance, and they reduce the
timing lags in observing and reacting to economic fluctuations. Unfortunately, targets
also have problems, and some traditional targeting approaches have fallen out of favor at
the Fed during the past 20 years. In the remainder of this section, we describe targets,
their benefits and drawbacks, and their use in setting monetary policy.

15.4

Learning Objective
Explain the role of
monetary targeting in
monetary policy.
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Using Targets to Meet Goals
Targets are variables that the Fed can influence directly and that help achieve monetary
policy goals. Traditionally, the Fed has relied on two types of targets: policy
instruments—sometimes called operating targets—and intermediate targets. Although
using policy instruments and intermediate targets is no longer the favored approach at
the Fed, reviewing how they work can provide some insight into the difficulties the Fed
faces in executing monetary policy.

Intermediate Targets Intermediate targets are typically either monetary aggregates,
such as M1 or M2, or interest rates. The Fed can use as an intermediate target either a
short-term interest rate, such as the interest rate on Treasury bills, or a long-term inter-
est rate, such as the interest rate on corporate bonds or residential mortgages. The Fed
typically chose an intermediate target that it believed would directly help it to achieve
its goals. The idea was that by using an intermediate target—say, a monetary aggregate
such as M2—the Fed had a better chance of reaching a goal such as price stability or
full employment, which is not directly under its control, than it would if it had focused 
solely on the goal. Using an intermediate target could also provide feedback on
whether its policy actions were consistent with achieving the goal. For instance, from
statistical studies, the Fed might have estimated that increasing M2 at a steady rate of
3% per year was consistent with its goal of price stability. If M2 was actually growing
by 6%, the Fed would know immediately that it was on a course to miss its long-run
goal of price stability. The Fed could then use its monetary policy tools (most likely
open market operations) to slow M2 growth to the target rate of 3%. Hitting the M2
intermediate target had no value in and of itself. It would simply help the Fed to
achieve its stated goals.

Policy Instruments, or Operating Targets The Fed controls intermediate target vari-
ables, such as the mortgage interest rate or M2, only indirectly because private-sector
decisions also influence these variables. The Fed would therefore need a target that was
a better link between its policy tool and intermediate targets. Policy instruments, or
operating targets, are variables that the Fed controls directly with its monetary policy
tools and that are closely related to intermediate targets. Examples of policy instru-
ments include the federal funds rate and nonborrowed reserves. As we have seen, in
recent decades, the federal funds rate is the Fed’s most commonly used policy instru-
ment because the market for bank reserves, which the Fed influences heavily, deter-
mines the federal funds rate. Most major central banks use interest rates as policy
instruments.

Figure 15.4 shows the traditional approach of using policy instruments and inter-
mediate targets to reach its goals. Figure 15.4 also helps explain why we have phrased
much of our discussion of targeting in the past tense. Although the Fed selects goals, it
ultimately controls only policy tools. For the targeting approach we have just outlined
to be effective, the links between policy tools and policy instruments, between policy
instruments and intermediate targets, and between intermediate targets and policy
goals must be reliable. Over time, however, some of these links have broken down. For
example, prior to 1980, there was a fairly consistent link between increases in the rate
of growth of M1 and M2 and, after a lag of roughly two years, an increase in the infla-
tion rate. This link made some economists argue that the Fed should concentrate on a
monetary aggregate as its intermediate target. Unfortunately, the link between changes
in the money supply and changes in inflation has been erratic since 1980. The growth
of the money supply has varied widely, while the inflation rate has varied much less. In
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general, in recent years, many economists and policymakers no longer believe that a
stable relationship exists between the alternative intermediate targets and the Fed’s
policy goals.

Some discussion has continued, however, over whether the Fed should choose a
reserve aggregate or the federal funds rate as its policy instrument. We analyze this dis-
cussion in the next section.

Making the Connection

What Happened to the Link Between Money and Prices?
In the United States, decades when the money supply has grown more rapidly have
been decades when the inflation rate has been relatively high. But an economic rela-
tionship that holds over decades is not always useful for policymakers attempting to
steer the economy in the short run. Prior to 1980, there was significant evidence that
the link between money and prices held up in the short run of a year or two. In fact,
many economists were convinced that the acceleration in inflation during the late
1960s and 1970s was due to the Fed’s having allowed the growth rate of the money sup-
ply to sharply increase during those years.

The economists who argued this point most forcefully were known as monetarists.
The most prominent monetarist was Nobel laureate Milton Friedman of the
University of Chicago. The monetarists appeared to have gained favor in July 1979,
when President Jimmy Carter appointed Paul Volcker as chairman of the Board of
Governors of the Federal Reserve System. Volcker was committed to reducing inflation
and chose monetary aggregates as intermediate targets. Under Volcker, the Fed shifted
its policy to emphasize nonborrowed reserves as a policy instrument, or operating tar-
get. This episode is sometimes referred to as “The Great Monetarist Experiment.” At
first, the Fed’s policy seemed successful, as it reduced the rate of growth of the money

Figure 15.4 Achieving Monetary Policy Goals
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Feedback

The Federal Reserve establishes goals for such economic variables as the 
rate of inflation and the rate of unemployment. The Fed directly controls 
only its policy tools. It can use targets—intermediate targets and policy

instruments—which are variables that the Fed can influence, to help achieve
monetary policy goals. In recent years, the Fed has deemphasized the use of
targeting procedures of this type.•
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supply and, with a lag, the inflation rate fell. A severe recession began in July 1981,
however, and by the end of the year, the rate of the growth of the money supply was
increasing. From the third quarter of 1981 to the third quarter of 1983, M1 grew at an
annual rate of more than 9%. Friedman predicted that with a lag, the result of this high
rate of money growth would be a much higher inflation rate.

To support his argument, in an article in the American Economic Review, Friedman
presented some of the data in the table below. Focus first on the unshaded entries in the
table. Friedman argued that there was a close connection between the rate of growth of
M1 over a two-year period and the inflation rate two years later. The unshaded entries
in the table show that this relationship holds for the period from 1973 through 1981.
Note in particular that a decline in the growth of the money supply from 8.6% during
1977–1979 to 6.1% during 1979–1981—the result of Volcker’s policies—was associated
with a decline in the inflation from 9.4% to 4.8%. So, Friedman seemed justified in pre-
dicting that because the Fed had allowed the growth of the money supply to increase to
9.2% during the 1981–1983 period, the inflation rate was likely to increase significantly.
In fact, though, the values in the shaded areas of the table show that despite the increase
in the money supply, the inflation rate decreased rather than increased. Moreover, money
growth remained high during the following two years, while the inflation rate decreased
even further. In the years that followed, the link between the growth in M1 or M2 and
the inflation rate was no stronger.

Why did the short-run link between the growth of the money supply and inflation
break down after 1980? Most economists believe that the breakdown occurred because
the nature of M1 and M2 changed after 1980. Before 1980, banks were not allowed to
pay interest on checkable deposits. In 1980, Congress authorized NOW accounts on
which banks can pay interest, so M1 changed from representing a pure medium of
exchange to also representing a store of value. In addition, financial innovations at
banks increased the amount of checkable deposits households and firms were willing
to hold without spending them. Automated transfer of saving accounts move checkable
deposit balances into higher-interest CDs each night and then back into checkable
deposits in the morning. Sweep accounts are aimed at businesses and move their check-
able deposits balances into money market deposit accounts at the end of each week
and then move the funds back into checkable deposits at the beginning of the follow-
ing week. (Recall that regulations bar firms from holding interest-earning checking

Period for money growth
Growth
in M1

Inflation rate 
two years later Period for inflation

Third quarter of 1973 to
third quarter of 1975

5.2% 6.3% Third quarter of 1975 to third
quarter of 1977

Third quarter of 1975 to
third quarter of 1977

6.4 8.3 Third quarter of 1977 to third
quarter of 1979

Third quarter of 1977 to
third quarter of 1979

8.6 9.4 Third quarter of 1979 to third
quarter of 1981

Third quarter of 1979 to
third quarter of 1981

6.1 4.8 Third quarter of 1981 to third
quarter of 1983

Third quarter of 1981 to
third quarter of 1983

9.2 3.3 Third quarter of 1983 to third
quarter of 1985

Third quarter of 1983 to
third quarter of 1985

8.1 2.8 Third quarter of 1985 to third
quarter of 1987
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The Choice Between Targeting Reserves and 
Targeting the Federal Funds Rate
Traditionally, the Fed has used three criteria when evaluating variables that might be
used as policy instruments. The Fed’s main policy instruments have been reserve
aggregates, such as total reserves or nonborrowed reserves, and the federal funds rate.
We can briefly assess how well these instruments meet the Fed’s three criteria:

1. Measurable. The variable must be measurable in a short time frame to overcome infor-
mation lags. The Fed exercises significant control over both reserve aggregates and the
federal funds rate and can accurately measure them hour by hour if it needs to.

2. Controllable. Although the Fed lacks complete control over the level of reserve
aggregates and the federal funds rate because both depend on banks’ demands
for reserves, the trading desk at the Federal Reserve Bank of New York can use
open market operations to keep both variables close to whatever target the Fed
selects.

3. Predictable. The Fed needs a policy instrument that has a predictable impact on its
policy goals. The impact of a change in either reserves or the federal funds rate on
goals such as economic growth or price stability is complex. This is one reason the
Fed at one time relied on intermediate targets. Because it is not clear whether
reserves or the federal funds rate best meets this last criterion, economists contin-
ue to discuss which policy instrument is best.

A key point to understand is that the Fed can choose a reserve aggregate for its pol-
icy instrument, or it can choose the federal funds rate, but it cannot choose both. To
see why, look at Figure 15.5, which again shows the demand and supply of reserves in
the federal funds market. In panel (a), we assume that the Fed has decided to use the
level of reserves as its policy instrument by keeping reserves constant at R*. With
demand for reserves at D1, the equilibrium federal funds rate is If households and
firms decide to hold more checkable deposits or if banks decide to hold more excess
reserves, the demand for reserves will shift to the right from D1 to D2. The result 
will be an increase in the equilibrium federal funds rate from to Similarly, if
households and firms decide to hold fewer checkable deposits or banks decide to hold
fewer excess reserves, the demand for reserves will shift to the left from D1 to D3. The
result will be a decrease in the equilibrium federal funds rate from to We can
conclude that using reserves as the Fed’s policy instrument will cause the federal funds rate
to fluctuate in response to changes in the demand for reserves.

i*ff3.i*ff1

i*ff2.i*ff1

i*ff1.

[NOW] accounts.) As a result of these changes, a rapid increase in M1 need not trans-
late directly into spending increases that would lead to higher inflation.

Because of the breakdown in the relationship between the growth of the money sup-
ply and inflation, since 1993, the Fed no longer announces targets for M1 and M2.
Although at one time, investors closely followed the Fed’s weekly announcements of data
on M1 and M2, looking for clues about future inflation rates, today these announce-
ments have little impact on financial markets.

Source: The table is adapted from Table 2 in Benjamin M. Friedman, “Lessons from Monetary Policy in
the 1980s,” Journal of Economic Perspectives, Vol. 2, No. 3, Summer 1988, p. 62. The original article
by Milton Friedman is “Lessons from the 1979–1982 Monetary Policy Experiment,” American
Economic Review, Vol. 74, No. 2, May 1984, pp. 397–400.

Test your understanding by doing related problems 4.12 and 4.13 on page 479 at
the end of this chapter.
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In panel (b) of Figure 15.5, we assume that the Fed has decided to use the federal
funds rate as its policy instrument by keeping the rate constant at With demand fori*ff .

Figure 15.5 Choosing Between Policy Instruments

irb

id

iff2

iff1

iff3

F
ed

er
al

 f
u

n
d

s 
ra

te
, i

ff

F
ed

er
al

 f
u

n
d

s 
ra

te
, i

ff

Reserves, RR*

S

D1 D2D3

irb

iff

id

Reserves, R

D1 D2D3

S1 S2S3

R*1 R*2R*3

1. The Fed targets this
level of reserves.

(a) Targeting reserves (b) Targeting the federal funds rate
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In panel (a), the Fed chooses the level of reserves as its policy instrument by
keeping reserves constant, at R*. With demand for reserves at D1, the equilib-
rium federal funds rate is If the demand for reserves shifts to the right 
from D1 to D2, the equilibrium federal funds rate increases from to 
Similarly, if the demand for reserves shifts to the left from D1 to D3, the
equilibrium federal funds rate decreases from to 

In panel (b), the Fed chooses the federal funds rate as its policy instrument
by keeping the rate constant, at If the demand for reserves increases from
D1 to D2, the Fed will have to increase the supply of reserves from S1 to S2 in
order to maintain its target for the federal funds rate at If the demand for
reserves decreases from D1 to D3, the Fed will have to decrease the supply of
reserves from S1 to S3 to maintain its target for the federal funds rate.•

i*ff.

i*ff.

i*ff3.i*ff1

i*ff2.i*ff1

i*ff1.

reserves at D1, the equilibrium level of reserves is If the demand for reserves
increases from D1 to D2, the Fed will have to increase the supply of reserves from S1 to
S2 in order to maintain its target for the federal funds rate at Shifting the supplyi*ff .

R*
1.

curve from S1 to S2 causes the equilibrium level of reserves to increase from to 
Similarly, if the demand for reserves decreases from D1 to D3, the Fed will have to
decrease the supply of reserves from S1 to S3 to maintain its target for the federal funds
rate. The result will be a decrease in the equilibrium level of reserves from to We
can conclude that using the federal funds rate as the Fed’s policy instrument will cause the
level of reserves to fluctuate in response to changes in the demand for reserves.

So, the Fed faces a trade-off: choose reserves as its policy instrument and accept
fluctuations in the federal funds rate or choose the federal funds rate as its policy
instrument and accept fluctuations in the level of reserves. By the 1980s, the Fed had
concluded that the link between the federal funds rate and its policy goals was closer
than the link between the level of reserves and its policy goals. So, for the past 30 years,
the Fed has used the federal funds rate as its policy instrument.

The Taylor Rule: A Summary Measure of Fed Policy
The decline in the Fed’s use of traditional targeting largely coincided with Alan
Greenspan’s term as Fed chairman. Greenspan was appointed in August 1987 
and served until January 2006, when Ben Bernanke succeeded him. In speeches and

R*
3.R*

1

R*
2.R*

1
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testimony before Congress, Greenspan’s explanations of his policies were famously dif-
ficult to understand. During a speech, he once joked: “I guess I should warn you if I
turn out to be particularly clear, you’ve probably misunderstood what I said.’’4 During
this time, it was public knowledge that the Fed was using the federal funds rate as its
policy instrument, or operating target. But how the FOMC settled on a particular tar-
get value for the federal funds rate wasn’t clear.

Actual Fed deliberations are complex and incorporate many factors about the
economy. John Taylor of Stanford University has summarized these factors in the
Taylor rule for federal funds rate targeting.5 The Taylor rule begins with an estimate of
the value of the real federal funds rate, which is the federal funds rate—adjusted for
inflation—that would be consistent with real GDP being equal to potential real GDP
in the long run. With real GDP equal to potential real GDP, cyclical unemployment
should be zero, and the Fed will have attained its policy goal of high employment.
According to the Taylor rule, the Fed should set its current federal funds rate target
equal to the current inflation rate, the equilibrium real federal funds rate, and two
additional terms. The first of these terms is the inflation gap—the difference between
current inflation and a target rate; the second is the output gap—the percentage differ-
ence of real GDP from potential real GDP. The inflation gap and the output gap are
each given “weights” that reflect their influence on the federal funds rate target. With
weights of one half for both gaps, we have the following Taylor rule:

So when the inflation rate is above the Fed’s target rate, the FOMC will raise the
target for the federal funds rate. Similarly, when the output gap is negative—that is,
when real GDP is less than potential GDP—the FOMC will lower the target for the
federal funds rate. In calibrating this rule, Taylor assumed that the equilibrium real
federal funds rate is 2% and the target rate of inflation is 2%. Figure 15.6 shows the
level of the federal funds rate that would have occurred if the Fed had strictly followed
the Taylor rule and the target federal funds rate. The figure indicates that because the
two lines are close together during most years, the Taylor rule does a reasonable job 
of explaining Federal Reserve policy. There are some periods when the lines diverge
significantly. During the late 1960s and early to mid-1970s, the federal funds rate 
predicted from the Taylor rule is consistently above the target federal funds rate. This
gap is consistent with the view of most economists that in the face of a worsening infla-
tion rate during those years, the FOMC should have raised the target for the federal
funds rate more than it did. Figure 15.6 also indicates that the FOMC lowered the fed-
eral funds rate following the severe 1981–1982 recession more slowly than is consistent
with the Taylor rule. Finally, the figure indicates that the FOMC kept the federal funds
rate at levels well below those indicated by the Taylor rule during the recovery from the
2001 recession. Some economists and policymakers have argued that by keeping the
federal funds at a very low level for an extended period, the Fed helped provide fuel for
the housing boom. The argument is that a low federal funds rate contributed to low
mortgage interest rates, thereby encouraging the housing boom. At the time, Fed
Chairman Alan Greenspan argued that low interest rates were needed to guard against

+ (1>2 * Output gap).
 federal funds rate + (1>2 * Inflation gap)

 Federal funds rate target = Current inflation rate + Equilibrium real

4Floyd Norris, “What if the Fed Chief Speaks Plainly?” New York Times, October 28, 2005.
5Taylor’s original discussion of the rule appeared in John B. Taylor, “Discretion Versus Policy Rules in
Practice,” Carnegie-Rochester Conference Series on Public Policy, Vol. 39, 1993, pp. 195–214.

Taylor rule A monetary
policy guideline developed
by economist John Taylor
for determining the target
for the federal funds rate.
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the possibility that the economy might lapse into a period of deflation. Current Fed
Chairman Ben Bernanke has argued that a global savings glut, rather than Fed policy,
was the main reason long-term interest rates were low in the United States during the
early 2000s. Finally, notice that the Taylor rule indicates that the federal funds rate
should have been negative throughout 2009. This is another indication of the severity
of the 2007–2009 recession.

That the Taylor rule tracks the actual federal funds rate fairly closely confirms the
view that the Fed has been attempting to reach its policy goals directly through manipu-
lating the federal funds rate, rather than indirectly through using an intermediate target.

Inflation Targeting
Particularly in the years just before the financial crisis, many economists and central
bankers expressed significant interest in using inflation targeting as a framework for
carrying out monetary policy. With inflation targeting, a central bank publically sets
an explicit target for the inflation rate over a period of time, and the government and
the public then judge the performance of the central bank on the basis of its success in
hitting the target. For example, a central bank might announce that it will attempt to
maintain an average inflation rate of 2% per year. While the Fed has never gone beyond
using an unannounced and informal target for the inflation rate, several countries have
adopted formal inflation targets. As an economist at Princeton, Ben Bernanke con-
ducted research on the subject of inflation targeting. As Fed chairman, beginning in
January 2006, Bernanke was an advocate of explicit inflation targeting. For policymak-
ers at the Fed and in Congress, key elements of the debate over inflation targeting
involve how such a policy would work in practice and whether arguments in favor of
inflation targeting dominate arguments against such a system.

Figure 15.6 The Taylor Rule
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The blue line shows the level of the federal funds rate that would have occurred
if the Fed had strictly followed the Taylor rule, and the red line shows the target
federal funds rate. The figure shows that the Taylor rule does a reasonable job of
explaining Federal Reserve policy during some periods, but it also shows the
periods in which the target federal funds rate diverges from the rate predicted
by the Taylor rule. The shaded areas represent periods of recession.

Sources: Federal Reserve Bank of St. Louis and Congressional Budget Office.
We thank our colleague Matthew Rafferty of Quinnipiac University for pro-
viding the data on the federal funds target rate.•
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With inflation targeting, the Fed could still use its discretion in addressing special
situations rather than follow an inflexible rule. Nevertheless, monetary policy objec-
tives and operations would focus on inflation and inflation forecasts. If the Fed were
to focus explicitly on low inflation, it would have to decide how to reconcile this objec-
tive with other objectives—say, high employment. Arguments in favor of the Fed using
an explicit inflation target focus on four points: First, announcing explicit targets for
inflation would draw the public’s attention to what the Fed can actually achieve in
practice. Most economists believe that over the long run, monetary policy has a greater
effect on inflation than the growth of real output. Second, the establishment of trans-
parent inflation targets for the United States would provide an anchor for inflationary
expectations. If households, firms, and participants in financial markets believed that
the Fed would hit an annual inflation target of 2%, then they would expect that if infla-
tion were temporarily lower or higher, it would eventually return to the target rate.
Third, announced inflation targets would help institutionalize effective U.S. monetary
policy. Finally, inflation targets would promote accountability for the Fed by providing
a yardstick against which its performance could be measured.

Opponents of inflation targets also make four points: First, rigid numerical targets
for inflation diminish the flexibility of monetary policy to address other policy goals.
Second, because monetary policy influences inflation with a lag, inflation targeting
requires that the Fed depend on forecasts of future inflation, uncertainty about which
can create problems for the conduct of policy. Third, holding the Fed accountable only
for a goal of low inflation may make it more difficult for elected officials to monitor
the Fed’s support for good economic policy overall. Finally, uncertainty about future
levels of output and employment can impede economic decision making in the pres-
ence of an inflation target. That is, inflation targets may obscure this uncertainty by
adjusting the amount of time over which deviations from the inflation target are
permitted.

Should the Fed adopt inflation targets? The jury is still out on the question of
whether inflation targets improve economic policy. Many economists and central
bankers have suggested that gains from transparency and accountability can be
achieved without explicit inflation targets and that the credibility of monetary policy
is better established through experience. And an inflation target would require better
communication with the public. While an inflation target has the potential for increas-
ing the understanding of policy objectives, the standard for communication becomes
more exacting than it would in a world without explicit objectives.

The debate over the desirability of inflation targeting in the United States has
taken a backseat since the beginning of the financial crisis in 2007. The debate was
pushed aside because the Fed was focusing on restoring financial stability and fighting
the effects of the worst recession since the Great Depression.

International Comparisons of Monetary Policy
Although there are institutional differences in the ways in which central banks conduct
monetary policy, there are two important similarities in recent practices. First, most central
banks in industrial countries have increasingly used short-term interest rates—similar to
the federal funds rate in the United States—as the policy instrument, or operating target,
through which goals are pursued. Second, many central banks are focusing more on ulti-
mate goals such as low inflation than on particular intermediate targets. In this section,
we discuss these practices and the institutional settings for the conduct of monetary pol-
icy in Canada, Germany, Japan, the United Kingdom, and the European Union.
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The Bank of Canada The Bank of Canada, like the U.S. Fed, became increasingly con-
cerned about inflation during the 1970s. In 1975, the Bank of Canada announced a
policy of gradually reducing the growth rate of M1. By the late 1970s, policy shifted
toward an exchange rate target. By late 1982, M1 targets were no longer used. However,
in 1988, then governor of the Bank of Canada, John Crow, announced the bank’s com-
mitment to price stability by announcing a series of declining inflation targets. To meet
the inflation targets, the Bank of Canada sets explicit operational target bands for the
overnight rate (analogous to the federal funds rate). While Fed policy has been con-
cerned primarily with the inflation gap and the output gap, the Bank of Canada has
also made the exchange value of the Canadian dollar a focus of policy. This focus on
exchange rates—particularly between the Canadian dollar and the U.S. dollar—reflects
the large role that exports have traditionally played in the Canadian economy.

During 2007–2009, the Bank of Canada received praise for helping the Canadian
financial system weather the financial crisis with much less instability than occurred in
the United States. The Canadian banking system, in particular, avoided the heavy losses
from investments in mortgage-backed securities and commercial real estate suffered by
many banks in the United States. In June 2010, the Bank of Canada was the first cen-
tral bank in an industrial country to raise its target for the overnight bank lending rate.
This was another indication of the relatively strong performance of the Canadian
economy during the global downturn.

The German Central Bank The German central bank, the Bundesbank, began exper-
imenting with monetary targets in the late 1970s to combat inflation. The aggregate
that it selected, central bank money, or M3, is defined as a weighted sum of currency,
checkable deposits, and time and savings deposits. The Bundesbank believed that
movements in central bank money had a predictable impact on nominal GDP and that
this monetary aggregate was significantly controllable by using monetary policy tools.
The Bundesbank set gradually lower target ranges for M3 growth each year during the
late 1970s and through the 1980s. For the first half of the 1980s, the central bank suc-
cessfully achieved its targets. But departures from its targets became more common
from 1986 through 1988, as officials wanted to decrease the value of the (then) West
German mark relative to the U.S. dollar. To do so, the Bundesbank increased money
growth faster than its announced targets.

The reunification of Germany in 1991 posed problems for the Bundesbank’s com-
mitment to its announced targets. Two pressures were particularly significant: First,
the exchange of West German currency for less valuable East German currency
brought inflationary pressures. Second, political objectives for economic growth after
reunification raised fears of a weakening resolve to keep inflation low. These pressures
on the Bundesbank’s operating procedures yielded a more flexible approach, similar to
what the Fed uses.

Germany, which has had an informal inflation target since 1975, had an inflation
goal of 2% per year prior to the inauguration of the European Central Bank in 1999.
The Bundesbank believed that adherence to M3 targeting would keep inflation in
check. The central bank used changes in the lombard rate (a short-term repurchase
agreement rate) to achieve its M3 target.

The apparent German success in the conduct of monetary policy may be trace-
able to factors beyond monetary targeting. Many analysts note that the Bundesbank
has permitted substantial deviation from monetary targets for significant periods of
time. The success of German monetary policy may lie more in the clear communica-
tion of the central bank’s focus on controlling inflation than in a strict emphasis on
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monetary targeting, a lesson for the current debate over inflation targeting. Since
Germany, along with 11 other European countries, began using the euro in 2002, the
European Central Bank rather than the Bundesbank has been responsible for German
monetary policy.

The Bank of Japan In the aftermath of the first OPEC oil shock in 1973, Japan expe-
rienced an inflation rate in excess of 20%. This high inflation rate led the Bank of Japan
to adopt explicit money growth targets. In particular, beginning in 1978, the Bank of
Japan announced targets for an aggregate corresponding to M2. Following the 1979 oil
price shock, the central bank reduced money growth. The gradual decline in money
growth over the period from 1978 through 1987 was associated with a faster decline in
inflation than what the United States experienced. The consistency with which the
Bank of Japan fulfilled its promises bolstered the public’s belief in the bank’s commit-
ment to lower money growth and lower inflation. During this period, the Bank of
Japan used a short-term interest rate in the Japanese interbank market—similar to the
U.S. federal funds market—as its operating target.

As also happened in the United States, Japanese banks and financial markets
experienced a wave of deregulation and financial innovation during the 1980s. As 
a consequence, the Bank of Japan began to rely less on the M2 aggregate in the 
conduct of monetary policy. From 1987 to 1989, the bank’s concern over the foreign-
exchange value of the yen—which had risen significantly against the U.S. dollar—
dominated monetary policy. The rapid rate of money growth during this period led
to a boom in Japanese asset prices, particularly in land and stocks. In an attempt to
reduce speculation in asset markets during the boom, the Bank of Japan adopted a
contractionary monetary policy, which led to a decline in asset prices and ultimate-
ly to a drop in Japanese economic growth. Despite the success of the Bank of Japan’s
fight against inflation during the 1978–1987 period, it has not adopted formal infla-
tion targets, although the Bank emphasizes price stability as an objective. As an 
operating policy instrument, the central bank uses short-term interest rates and its
discount rate.

Many financial market commentators viewed the continuing deflationary
Japanese monetary policy in the late 1990s and 2000s as a significant factor in the
weakness of Japanese economic performance during most of that period. A more
expansionary monetary policy began to stimulate both economic growth and inflation
in the mid-2000s. In 2006, the Bank of Japan began to scale back its expansionary pol-
icy. It also adopted a new policy framework focusing on the expected inflation rate one
or two years ahead as opposed to the current inflation rate. The financial crisis that
began in 2007 led the Bank of Japan to return to an expansionary policy. During 2010,
the Bank of Japan intervened to reverse the soaring value of the yen against the U.S.
dollar. The high value of the yen was hampering Japanese exports and impeding
Japan’s economic recovery.

The Bank of England In the United Kingdom, the Bank of England announced
money supply targets in late 1973 in response to inflationary pressures. As was the case
in the United States, money targets—in this case a broad aggregate, M3—were not
pursued aggressively. In response to accelerating inflation in the late 1970s, the govern-
ment of Prime Minister Margaret Thatcher formally introduced in 1980 a strategy for
gradual deceleration of M3 growth. Just as achieving the M1 targets in the United
States was made more complicated by financial innovation, the Bank of England had
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difficulty achieving M3 targets. Beginning in 1983, the bank shifted its emphasis
toward targeting growth in the monetary base (again with an eye toward a gradual
reduction in the rate of growth of the money supply). In 1992, the United Kingdom
adopted inflation targets. Consistent with those targets, short-term interest rates have
been the primary instrument of monetary policy. Since early 1984, interest rate deci-
sions have been made at monthly meetings between the Governor of the Bank of
England and the Chancellor of the Exchequer. When interest rates are changed, a
detailed explanation is offered to emphasize that decisions reflect monetary policy’s
emphasis on inflation goals.

During the financial crisis, the Bank of England was led to take several dramatic
policy actions. The bank began cutting its base rate, the interest rate it charges banks
for overnight loans—the equivalent of the Fed’s discount rate—in the fall of 2007. By
January 2009, the bank had cut the rate to 1.5%, the lowest it had been since the bank’s
founding in 1694. By March 2009, the bank had lowered the bank rate to 0.5%, where
it remained in the fall of 2010. Beginning in October 2008, the bank also rapidly low-
ered the interest rate it paid banks on reserves; by March 2009, the rate had declined
from 5% to 0.5%. The bank also engaged in quantitative easing by buying long-term
British government bonds. In mid-2010, the Bank of England faced a challenge:
Although the British economy was recovering only slowly from the recession, inflation
during June and July was greater than 3%, which was above the government’s target
rate of 2%. Mervyn King, the governor of the Bank of England, argued that the bank
should maintain its expansionary monetary policy and that the increase in inflation
was due to temporary factors, such as higher oil and food prices.

The European System of Central Banks The European System of Central Banks
(ESCB), consisting of the European Central Bank (ECB) and the national central
banks of all member states of the European Union, commenced operation in January
1999 following the signing of the Maastricht Treaty. Modeled on the law governing the
German Bundesbank, the primary objective of the ESCB is to maintain price stability.
As a secondary objective, the ESCB must also support the general economic policies of
the European Union. The ECB attaches a significant role to monetary aggregates—in
particular, the growth rate of the M3 aggregate. In addition, however, the ECB has
emphasized a goal of price stability, defined as an inflation range of 0% to 2%. In prac-
tice, the ECB’s strategy has not always been clear, as it has not committed to either a
monetary-targeting approach or an inflation-targeting approach.

During the financial crisis and its aftermath, the ECB struggled to forge a mone-
tary policy appropriate to the very different needs of the member countries. In 2010,
while some countries, notably Germany, had made a strong recovery from the reces-
sion, others, such as Greece, Ireland, and Spain, struggled with high unemployment
rates. In addition, the ECB felt obliged to intervene in the spring of 2010 to buy Greek
government bonds when it appeared possible that the Greek government might
default. This sovereign debt crisis put further strains on the ECB.



Monetary Targeting and Monetary Policy 471

Answering the Key Question
Continued from page 442

At the beginning of this chapter, we asked the question:

“Should price stability still be the most important policy goal of central banks?”

As we have seen in this chapter, economists debate whether central banks should have an explicit
target for the inflation rate. Doing so would make price stability the most important goal of central
banks. Although price stability in and of itself can increase economic well-being, most economists
and policymakers see price stability as having broader benefits. In particular, few economies have
managed to sustain high rates of economic growth and high rates of employment in the long run
without also experiencing price stability. Whatever the merits of making price stability the focus of
monetary policy, the severity of the financial crisis and recession pushed to the back burner further
consideration of the Fed adopting an explicit target for the inflation rate.

Before moving to the next chapter, read An Inside Look at Policy on the next page
for a discussion of some of the policy options open to the Fed.
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Federal Reserve to
Buy U.S. Debt,
Shifts Policies as
Recovery Slows
With the recovery losing momen-
tum, the Federal Reserve moved
Tuesday to try to boost growth. . . .

The Fed pledged to keep 
the amount of assets it holds
unchanged. . . .

The bigger significance of the
decision is what it signals about
Fed officials’ view of the economy,
and about their willingness . . . to
go further if conditions worsen.

Fed leaders are starting to grap-
ple with the risk that the recovery
could stall . . . and prices could
even begin falling. In a deflationary
spiral . . . falling prices lead people
to hoard cash . . . and debts
become . . . more onerous.

Most Fed leaders have said that
is unlikely. . . . The officials, howev-
er, did say after their meeting that
the “pace of recovery in output and
employment has slowed in recent
months.” They added that the pace
of the expansion “is likely to be
more modest in the near term than
had been anticipated.” . . .

The immediate impact of the
Fed’s policy change was limited;
interest rates on benchmark
Treasury bonds declined a mere
0.07 percentage points.

“The signaling effect is much
greater than the actual effect,” said
Anthony Chan, chief economist at
J.P. Morgan Private Wealth
Management. “It says that they
have a lot more firepower to deploy
if it becomes necessary.”

. . . if the economy were to
deteriorate and a return to reces-
sion appeared imminent, the cen-
tral bank would react by resuming
its purchases of long-term
Treasury bonds—not just buying
enough to replace the mortgage
securities it holds as they mature,
but actually increasing its total
holdings. . . .

However . . . low interest rates
may not be enough.

“They’ve provided some reas-
surance for the frazzled nerves of
investors, consumers and business-
es that they’re taking the evidence
of a slowing economy seriously,”
said Bruce McCain, chief invest-
ment strategist at Key Private
Bank.

The Fed now holds $1.4 trillion
in mortgage-related securities . . .
the central bank did not intend to
replace any of those securities once
the underlying mortgages were
paid off. . . .

As a result, the size of the Fed’s
balance sheet was on track to
shrink by $200 billion or so over
the coming year. . . . Indeed,
record-low interest rates have
encouraged large numbers of peo-
ple to refinance their homes, which

meant that the Fed’s support for
economic growth was waning.

The action announced Tuesday
was meant to stop that.

Fed officials’ decision to replace
maturing mortgage securities
specifically with Treasury bonds . . .
also marked a policy shift. If the
Fed had continued investing in
mortgage securities, that might
have benefited the housing market
. . . by keeping mortgage rates low.
The mortgage market is now func-
tioning reasonably well, though . . .
and Fed leaders say they prefer not
to pursue policies that favor one
sector . . . over others.

Still, buying more Treasury
bonds has its own pitfalls. In effect,
the Fed will be printing money to
fund U.S. budget shortfalls. . . .
That in turn poses the threat of
inflation getting out of control.

As it has at every meeting since
December 2008, the Federal Open
Market Committee . . . elected to
keep its target for short-term inter-
est rates near zero. . . . Fed leaders
did not take any other steps to sup-
port growth, such as . . . strength-
ening a previous pledge to keep
rates extremely low for an “extended
period.” . . .

Source: From The Washington Post,
© August 11, 2010 The Washington
Post. All rights reserved. Used by permis-
sion and protected by the Copyright
Laws of the United States. The printing,
copying, redistribution, or retransmission
of the Material without express written
permission is prohibited.
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Key Points in the Article
Responding to a slowdown in the U.S.
economy’s recovery from the
2007–2009 recession, the Federal Open
Market Committee (FOMC) announced
after its August 2010 meeting that it
was willing to take steps to boost
growth. If a recession appeared immi-
nent, the Fed would increase its hold-
ings of long-term Treasury bonds rather
than replace its holdings of maturing
mortgage securities. The decision to
replace mortgage securities with
Treasury bonds marked a policy shift:
Fed leaders preferred not to favor hous-
ing over other sectors of the economy,
especially because the mortgage market
seemed to be functioning reasonably
well. However, the purchase of Treasury
bonds posed the threat of higher infla-
tion because, in effect, the Fed would
print money to finance U.S. government
budget deficits. The FOMC elected to
keep its target for short-term interest
rates near zero, as it had since
December 2008, but it did not strength-
en its previous pledge to keep rates near
zero for an “extended period.”

Analyzing the News
Although the U.S. economy had 
begun to recover from the recession

of 2007–2009, there were signs in the
summer of 2010 that growth was slow-
ing. There was even a risk that prices
could fall. Under normal circumstances,
the Fed would lower its target for the
federal funds rate, lower the discount
rate, or both. But since 2008, the Fed
had aggressively purchased mortgage-
backed and Treasury securities and kept
its target range for the federal funds rate
between 0% and 0.25%. The discount
rate was 0.75%. The Fed could not
lower either rate much further.

Although the Fed could not use its 
traditional monetary tools to stimu-

late the economy, statements made 
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a

following the August 2010 meeting of
the Federal Open Market Committee
had a “signaling effect.” The Fed sent a
message to financial markets that it was
ready to act aggressively if another
recession seemed imminent. The Fed
stood ready to buy long-term Treasury
bonds, not just to replace maturing
Treasury securities but to expand its
already large holdings.

By agreeing to replace its holdings 
of mortgage-backed securities with

Treasury bonds, the Fed sent another
signal to financial markets: The housing
market was functioning well enough
without additional support from the
Fed. But buying more Treasury bonds
increases the money supply and risks
increasing the rate of inflation. This
could force the Fed to switch to a con-
tractionary monetary policy. The graph
above illustrates one option the Fed
could choose: increasing the discount
rate and selling securities in order to
reach a higher target for the federal
funds rate. The graph illustrates a possi-
ble response by the Fed to the threat of

higher inflation. It could sell Treasury
securities to raise the federal funds rate
from to a higher target rate, . The
open market sale would shift the supply
curve for reserves from S1 to S2, which
would decrease the equilibrium level of
bank reserves from to . The graph
also shows an increase in the discount
rate from id1 to id2.

THINKING CRITICALLY ABOUT
POLICY
1. Suppose that Congress and the pres-

ident agreed to a federal budget
that reduced projected future
deficits. What impact would this
have on monetary policy?

2. The graph on this page shows the
impact of an increase in the federal
funds rate in response to a sale of
government securities and an increase
in the discount rate by the Federal
Reserve. Another policy tool the Fed
could use would be to increase the
interest rate on bank reserve deposits.
Draw a graph that shows the impact
of an increase in this interest rate.
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KEY TERMS AND CONCEPTS
Discount policy, p. 446
Discount window, p. 446
Economic growth, p. 445
Federal funds rate, p. 447

Open market operations, p. 446
Primary credit, p. 457
Quantitative easing, p. 455
Reserve requirement, p. 446

Seasonal credit, p. 457
Secondary credit, p. 457
Taylor rule, p. 465

CHAPTER SUMMARY AND PROBLEMS

The Goals of Monetary Policy
Describe the goals of monetary policy.

SUMMARY
The overall aim of a country’s monetary policy is to
advance the economic well-being of the country’s 
citizens. Economic well-being is determined by the
quantity and quality of the goods and services that
individuals can enjoy. The Federal Reserve has six
monetary policy goals that are intended to promote a
well-functioning economy: (1) price stability, (2) high
employment, (3) economic growth, (4) stability of
financial markets and institutions, (5) interest rate sta-
bility, and (6) foreign-exchange market stability.

Review Questions

1.1 What is the aim of monetary policy? What is
meant by economic well-being?

1.2 Briefly define each of the following monetary
policy goals:

a. Price stability

b. High employment

c. Economic growth

d. Stability of financial markets and institutions

e. Interest rate stability

f. Foreign-exchange market stability

1.3 Which type of unemployment—frictional,
structural, or cyclical—does the Federal Reserve
seek to reduce? Why doesn’t the Fed seek to
reduce the unemployment rate to zero?

1.4 Why do fluctuations in interest rates make
investment decisions by households and firms
more difficult?

1.5 If you owned a firm that did business internation-
ally, why would excess fluctuations in the foreign

exchange value of the dollar make planning for
business and financial transactions more difficult?

1.6 Over the past several years, which of the Fed’s
six goals for monetary policy has become a
more important Fed policy goal? Explain which
goal you think should have the top priority.

Problems and Applications

1.7 Given that inflation erodes the value of money,
should the Federal Reserve pursue a goal of
deflation? Would deflation create some of the
same problems as inflation in terms of the
information communicated by price changes
and the arbitrary redistribution of income?
Briefly explain.

1.8 The natural rate of unemployment changes
over time, with changes in demographics, the
structure of the economy, and government
policies. For its goal of high employment, why
would it be crucial for the Federal Reserve to 
be aware of changes in the natural rate of
unemployment?

1.9 Achieving the goal of price stability with low
and steady inflation allows the Fed to achieve
other goals, such as stable interest rates and sta-
ble foreign exchange rates. If the Fed fails to
achieve low and steady inflation, why will it be
hard to achieve stable interest rates?

1.10 If the Fed fails to achieve low and steady infla-
tion, why will it be hard to achieve stable for-
eign exchange rates? In answering, take into
account the purchasing power parity theory of
exchange rates.

15.1

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

www.myeconlab.com
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Monetary Policy Tools and the Federal Funds Rate
Understand how the Fed uses monetary policy tools to influence the federal funds rate.

SUMMARY
Until the financial crisis of 2007–2009, the Fed relied
primarily on three monetary policy tools: (1) open
market operations, or the purchase and sale of
Treasury securities; (2) discount policy, which
includes setting the discount rate and terms of lending
at the discount window, which is the means by 
which the Fed makes discount loans to banks; and 
(3) reserve requirements, which determine the per-
centage of checkable deposits banks must hold as
reserves. Open market operations have been the most
important of the Fed’s policy tools. Two new policy
tools connected with bank reserve accounts were
introduced during the financial crisis and were still
active in mid-2010: (1) interest on reserve balances,
which was introduced in October 2008 and involves
the Fed’s paying banks interest on their required and
excess reserve deposits; and (2) the term deposit
facility, which was introduced in April 2010 and under
which banks have the opportunity to purchase term
deposits with the Fed. In recent decades, the focus of
Fed policy has been the federal funds rate, which is
the interest rate that banks charge each other on very
short-term loans. The equilibrium federal funds rate is
set by the interaction of the demand and supply of
reserves in the federal funds market. The Federal
Open Market Committee (FOMC) sets a target for the
federal funds rate. The Fed uses open market opera-
tions to hit its target for the federal funds rate.

Review Questions

2.1 What are the Fed’s three traditional monetary
policy tools? Briefly describe each of the three.
Which is the most important?

2.2 What two new policy tools were available to the
Fed in 2010?

2.3 In the federal funds market, what financial asset
is traded? What is the federal funds rate, and
how does it differ from the discount rate?

2.4 What is the FOMC? What role does it play in
monetary policy making?

2.5 What are the two reasons banks demand
reserves? Why does an increase in the federal
funds rate decrease the quantity of reserves
demanded? At what interest rate does the
demand curve for reserves become perfectly
elastic?

2.6 Briefly explain what determines the supply
curve for reserves. Why does the supply curve
have a horizontal segment?

Problems and Applications

2.7 Why does the interest rate that the Fed pays on
reserves set a floor for the federal funds rate?
What would banks do if the federal funds rate
was below the interest rate on reserves?

2.8 Explain and show graphically the effect on the
demand for reserves or the supply of reserves of
each of the following Fed policy actions:

a. A decrease in the required reserve ratio

b. A decrease in the discount rate

c. A decrease in the interest rate paid on
reserves

d. An open market sale of government
securities

2.9 Suppose the FOMC decides to lower its target
for the federal funds rate. How can it use open
market operations to accomplish this goal? How
can the FOMC use open market operations to
raise its target for the federal funds rate? Use a
graph of the federal funds market to illustrate
your answers.

2.10 [Related to Solved Problem 15.2 on page 451]
Use demand and supply graphs for the federal
funds market to analyze each of the following
three situations. Be sure that your graphs clearly
show changes in the equilibrium federal funds

15.2
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1.11 If the exchange rate between the Japanese yen
and the dollar changes from ¥85 = $1 to ¥95 =
$1, will this make U.S. industries more or less

competitive relative to Japanese industries?
Briefly explain.
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rate, changes in the equilibrium level of reserves,
and any shifts in the demand and supply curves.

a. Suppose that the Fed decides to increase its
target for the federal funds rate from 2% to
2.25%, while also increasing the discount rate
from 2.5% to 2.75%. Show how the Fed can
use open market operations to bring about a
higher equilibrium federal funds rate.

b. Suppose that banks increase their demand
for reserves. Show how the Fed can offset this
change through open market operations in
order to keep the equilibrium federal funds
rate unchanged.

c. Suppose that the Fed decides to increase the
required reserve ratio, but does not want the
increase to affect its target for the federal
funds rate. Show how the Fed can use open
market operations to accomplish this policy.

2.11 [Related to Solved Problem 15.2 on page 451]
Suppose that in equilibrium, the federal funds
rate is equal to the interest rate the Fed is paying
on reserves. Use a demand and supply graph for
the federal funds market to analyze the effect of
an open market sale of Treasury securities on
the equilibrium federal funds rate.

2.12 The December 13, 2005, press release of the
Federal Open Market Committee (FOMC) states
that the FOMC “decided today to raise its target
for the federal funds rate by 25 basis points to 
41⁄4 percent.” The press release also stated that “In
a related action, the Board of Governors unani-
mously approved a 25-basis point increase in the
discount rate to 51⁄4 percent.”

a. Using a demand and supply graph for the
federal funds market, show the equilibrium
federal funds rate and the discount rate before
the policy action of December 13, 2005, when

the federal funds rate was 4% and the dis-
count rate 5%.

b. Use your graph to explain how the Fed
would raise the federal funds rate by 25 basis
points (1⁄4%). Show in your graph the 
25-basis-point increase in the discount rate.
What policy action would the Fed use to
bring about this increase in the target federal
funds rate?

Source: Board of Governors of the Federal Reserve
System, “Press Release,” December 13, 2005, www.
federalreserve.gov/boarddocs/press/monetary/2005/
20051213/.

2.13 The January 22, 2008, press release of the
Federal Open Market Committee (FOMC)
states that the FOMC “decided to lower its tar-
get for the federal funds rate by 75 basis points
to 31⁄2 percent.” The press release goes on to say
that “In a related action the Board of Governors
approved a 75-basis point decrease in the dis-
count rate to 4 percent.”

a. Use a demand and supply graph for the fed-
eral funds market to show the equilibrium
federal funds rate and the discount rate
before the policy action of January 22, 2008,
when the federal funds rate was 41⁄4% and the
discount rate 43⁄4%.

b. Use your graph to show how the Fed would
lower the federal funds rate by 75 basis points
(3⁄4%). Show in your graph the 75-basis point
increase in the discount rate. What policy
action would the Fed use to lower the federal
funds rate by 75 basis points?

Source: Board of Governors of the Federal Reserve
System, “Press Release,” January 22, 2008, www.
federalreserve.gov/newsevents/press/monetary/
20080122b.htm.

More on the Fed’s Monetary Policy Tools
Trace how the importance of different monetary policy tools has changed over time.

SUMMARY
At the end of each meeting, the FOMC issues a policy
directive to Federal Reserve System’s account manager,
who is a vice president of the Federal Reserve Bank of

New York. The account manager is responsible for using
open market operations to achieve the FOMC’s target
for the federal funds rate. Open market operations are
carried out by Fed employees on the trading desk at the

15.3
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New York Fed who are linked by computer to about 
18 primary dealers, who are private securities firms
selected by the Fed to participate in open market opera-
tions. Dynamic open market operations are intended to
change monetary policy as directed by the FOMC.
Defensive open market operations are intended to offset
temporary fluctuations in the demand and supply for
reserves. Dynamic open market operations are carried
out through outright purchases and sales of Treasury
securities. Defensive open market operations are carried
out through repurchase agreements and reverse repur-
chase agreements. Open market operations have several
benefits that other policy tools lack: control, flexibility,
and ease of implementation. During the financial crisis
of 2007–2009, the FOMC engaged in quantitative
easing, or the buying of long-term securities. The Fed
engaged in a second round of quantitative easing begin-
ning in November 2010. There are three categories of
discount loans: (1) Primary credit is available to healthy
banks with adequate capital and supervisory ratings;
(2) secondary credit is intended for banks that are not
eligible for primary credit because they have inadequate
capital or low supervisory ratings; and (3) seasonal
credit consists of temporary, short-term loans to satisfy
seasonal requirements of smaller banks. During the
financial crisis, the Fed introduced several new loan
programs but ended them by mid-2010.

Review Questions

3.1 Briefly define each of the following:

a. Policy directive

b. Account manager

c. Trading desk

d. Primary dealer

3.2 How does an open market sale of Treasury
securities by the Fed affect the price of
Treasury securities, the yield on Treasury 
securities, the monetary base, and the money
supply?

3.3 What is the difference between dynamic open
market operations and defensive open market
operations? What are the differences in the ways
these two types of open market operations are
carried out?

3.4 What advantages do open market operations
have over other policy tools?

3.5 What is quantitative easing? Why did the Fed
use it during the financial crisis of 2007–2009?

3.6 Briefly describe the three categories of discount
loans. When economists and policymakers refer
to the discount rate, they are referring to the
interest rate on which of these categories of
discount loans?

3.7 Before 1980, which banks could receive discount
loans? After 1980, which banks could receive
discount loans? During the financial crisis of
2007–2009, how did the Fed’s discount lending
expand?

Problems and Applications

3.8 [Related to the Making the Connection on
page 454] To hit the target federal funds rate
given in the FOMC’s policy directive, does the
account manager adjust the demand for
reserves, the supply of reserves, or both? What
monetary policy tool does the account manager
use to hit the target federal funds rate? On most
days, does the trading desk at the Federal
Reserve Bank of New York carry out dynamic
open market operations or defensive open mar-
ket operations?

3.9 How does quantitative easing differ from the
Fed’s typical open market operations? During
the financial crisis of 2007–2009, why did the
Fed turn to quantitative easing? How has the
policy of quantitative easing raised concerns of
higher inflation rates in the future?

3.10 [Related to the Chapter Opener on page 442]
As the financial crisis of 2007–2009 was easing,
the Federal Reserve needed an “exit strategy”
to shrink its balance sheet and return bank
reserves and the monetary base to more normal
levels. How could the Federal Reserve use the
interest rate it pays on bank reserves to restrain
banks from lending large amounts of excess
reserves and increasing the money supply
excessively? In addition, how could the term
deposit facility, the Fed’s other new policy tool,
restrain banks from lending large amounts of
excess reserves all at once?

3.11 The following appeared in a feature in the New
York Times that provides an overview of the
Federal Reserve System: “The federal funds rate
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is set by the Fed’s Open Market Committee,
composed of the chairman, the six other gover-
nors, and five of the 12 regional bank presi-
dents, on a rotating basis.” Do you agree that
the federal funds rate is set by the FOMC?
Briefly explain.

Source: “Federal Reserve System,” New York Times,
August 27, 2010.

3.12 [Related to the Making the Connection on
page 455] Unlike commercial banks, not all
financial institutions that can borrow and lend
in the federal funds market are eligible to
receive interest on deposits with the Federal
Reserve. If only banks, which do receive interest

on reserve deposits, could borrow and lend in
the federal funds market, explain why the actual
federal funds rate could not drop below the
interest rate the Fed pays on reserve deposits.

3.13 During the financial crisis of 2007–2009, the
Fed set up the following temporary lending
facilities: the Primary Dealer Credit Facility,
the Term Securities Lending Facility, the
Commercial Paper Funding Facility, and the
Term Asset-Backed Securities Loan Facility.
Review the discussion of each lending facility in
the text. Indicate which type of institutions each
lending facility was designed to help and which
type of financial assets were involved with each
lending facility.

SUMMARY
Targets are variables that the Fed can influence directly
and that help achieve monetary policy goals.
Traditionally, the Fed has relied on two types of
targets: policy instruments, sometimes called operating
targets, and intermediate targets. Intermediate targets
are typically either monetary aggregates, such as M1
and M2, or interest rates. Policy instruments are
typically either the federal funds rate or a reserve
aggregate, such as total reserves or nonborrowed
reserves. A policy instrument should meet the criteria
of being: (1) measurable, (2) controllable, and (3) pre-
dictable. If the Fed chooses reserves as its policy
instrument, the federal funds rate will fluctuate in
response to changes in the demand for reserves. If the
Fed chooses the federal funds rate as its policy instru-
ment, reserves will fluctuate in response to changes in
the demand for reserves. For the past 30 years, the Fed
has used the federal funds rate as its policy instru-
ment. The Taylor rule is a monetary policy guideline
for determining the target for the federal funds rate.
The FOMC kept the federal funds rate at levels well
below those indicated by the Taylor rule during the
recovery from the 2001 recession. Some economists
have argued that by doing so the Fed contributed to

Monetary Targeting and Monetary Policy
Explain the role of monetary targeting in monetary policy.

the housing bubble. Some economists and policymak-
ers believe the Fed should adopt an explicit target for
the inflation rate.

Review Questions

4.1 What trade-offs does the Fed face, particularly
in the short run, in attempting to reach its
goals?

4.2 What two timing difficulties does the Fed face
in using its monetary policy tools?

4.3 Why might the Fed pursue targets—whether an
intermediate target or a policy instrument (or
operating target)—instead of pursuing its policy
goals directly?

4.4 Place the following in sequence, from what the
Fed has the most influence on to what the Fed
has the least influence on: policy goals, policy
tools, policy instruments, intermediate targets.

4.5 When choosing a policy instrument, the Fed uses
the criteria of the instrument being measurable,
controllable, and predictable. Which of these cri-
teria has caused the Fed to use the federal funds
rate as its policy instrument instead of the level
of reserves?

15.4
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4.6 What is the Taylor rule, and how can it be used
as a guide to evaluating Federal Reserve mone-
tary policy over time?

4.7 What is inflation targeting? Does the Fed have
an explicit inflation target? Why was the debate
over inflation targeting put on the back burner
during the financial crisis?

4.8 Briefly describe the role of targeting in 
the monetary policies of the Bank of Canada,
the Bank of England, the Bank of Japan, and the
European Central Bank.

Problems and Applications

4.9 Is the Fed more likely to aggressively attempt to
reduce high cyclical unemployment when the
inflation rate is high or when the inflation rate
is low? Briefly explain.

4.10 State whether each of the following variables is
most likely to be a goal, an intermediate target,
an operating target, or a monetary policy tool:

a. M2

b. Monetary base

c. Unemployment rate

d. Open market purchases

e. Federal funds rate

f. Nonborrowed reserves

g. M1

h. Real GDP

i. Discount rate

j. Inflation rate

4.11 If the Fed uses the federal funds rate as a policy
instrument, will increases in the demand for
reserves lead to an increase or a decrease in the
level of reserves? If the Fed uses the level of
reserves as a policy instrument, will increases in
the demand for reserves lead to an increase or a
decrease in the federal funds rate? Support your
answers with a graph of the demand and supply
of reserves.

4.12 [Related to the Making the Connection on
page 461] What legislative change and financial
innovations occurred after 1979 that changed
M1 from representing a pure medium of

exchange to also representing a store of
value? Why would this change in M1 break 
the short-run link between money and
inflation?

4.13 [Related to the Making the Connection on
page 461] A feature in the Economist magazine
notes: “Central banks track the growth of ‘broad
money’ to help forecast inflation.”

a. In the United States, what is the broad defi-
nition of the money supply called?

b. How useful are changes in the money supply
for forecasting inflation? Does it matter
whether the forecast is a short-term forecast
or a long-term forecast?

Source: “Broad Money Supply,” Economist, April 8,
2010.

4.14 In a column in the Wall Street Journal, two
economists at the Council on Foreign Relations
argue: “Simply put, the Fed must choose
between managing the level of reserves and
managing rates. It cannot do both.” Do you
agree? Briefly explain.

Source: Benn Steil and Paul Swartz, “Bye-Bye to the
Fed-Funds Rate,” Wall Street Journal, August 19,
2010.

4.15 Using the Taylor rule, calculate the target for the
federal funds rate for July 2010, using the fol-
lowing information: equilibrium real federal
funds rate of 2%, target inflation rate of 2%,
current inflation rate of 1.2% , and an output
gap of -7%. In your calculations, the inflation
gap is negative if the current inflation rate is
below the target inflation rate. How does the
targeted federal funds rate calculated using the
Taylor rule compare to the actual federal funds
rate of 0% to 0.25%?

4.16 John Taylor has argued that there “is clear evi-
dence of monetary excesses during the period
leading up to the housing boom.”

a. What are “monetary excesses”?

b. What evidence is there of monetary excesses?

Source: John Taylor, Getting Off Track, Stanford, CA:
Hoover Institution Press, 2009, p. 2.
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DATA EXERCISES

D15.1: Go to www.federalreserve.gov, the Web site for
the Federal Reserve Board of Governors, and
read the most recent Federal Open Market
Committee (FOMC) press release. At the Web
site, select “Monetary Policy” at the top of the
screen and then select “Federal Open Market
Committee” on the far left of the screen. Select
“Meeting Calendars, Statement, and Minutes.”

Finally, scroll down and select Statement for
the date of the most recent FOMC meeting.
Answer the following questions on the basis of
the FOMC press release:

a. What did the FOMC do with the target for
the federal funds rate?

b. On balance, does the FOMC appear to be
more concerned about slow economic
growth or high inflation?

c. What did the Board of Governors do with
the discount rate?

d. Did the FOMC change the interest rate paid
on bank reserves? Did it use the term
deposit facility or any other lending facility?

e. Did the Fed announce that it was going to
conduct quantitative easing—that is, buy
long-term securities?

D15.2: Go to http://research.stlouisfed.org/fred2/, the
Web site for the FRED (Federal Reserve
Economic Data) data set maintained by
Federal Reserve of Bank of St. Louis. Under
“Categories” select “Interest Rates” and then
select “FRB Rates—Discount, Federal Funds,
Primary Credit” (FRB denotes Federal Reserve
Bank), and then select the Series ID of
“DFEDTARU” (Title (variable) Federal Funds
Target Range—Upper Limit with series.)

a. Over the past year, how has the FOMC
changed the upper limit of the target for
the federal funds rate? (Note: Below the
graph, for Range, select 1 yr.)

b. Go back to the previous FRD Rates page
and select the Series “ID DFF” (Title (vari-
able) Effective Federal Funds Rate)” Below
the graph, select 1 yr for the range. Over
the past year, has the effective daily federal
funds rate been constant?

www.federalreserve.gov
www.myeconlab.com
http://research.stlouisfed.org/fred2/
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16.1 Analyze how the Fed’s interventions in
foreign exchange markets affect the U.S.
monetary base (pages 482–484)

16.2 Analyze how the Fed’s interventions in
foreign exchange markets affect the
exchange rate (pages 484–488)

16.3 Understand how the balance of payments is
calculated (pages 488–490)

16.4 Discuss the evolution of exchange rate
regimes (pages 491–505)

CAN THE EURO SURVIVE?

From the start, the euro was a gamble. The decision in
2002 by 12 sovereign countries to commit to using the
same currency was an unprecedented experiment.
Although there have been examples of smaller coun-
tries abandoning their own currencies to use the cur-
rency of a larger country, never before had economies
as large as those of Germany, France, and Italy agreed
to use a common currency. Of the four largest

economies in Europe, only the United Kingdom had
declined to enter the “eurozone” and continue using
its own currency. By 2010, 16 countries had adopted
the euro. As we have seen, countries expect that their
central banks will undertake monetary policy actions
to reach key policy goals, such as price stability and
full employment. But to undertake monetary policy, a
country needs to control its money supply. With the

Key Issue and Question

At the end of Chapter 1, we noted that the financial crisis of 2007–2009 raised a series of important
questions about the financial system. In answering these questions, we will discuss essential aspects
of the financial system. Here are the key issue and key question for this chapter:

Issue: The financial crisis led to controversy over the European Central Bank’s monetary policy.

Question: Should European countries abandon using a common currency?

Answered on page 505

Continued on next page
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French franc, German deutsche mark, Italian lira, and
13 other currencies no longer in existence, these coun-
tries have surrendered control of monetary policy to
the European Central Bank (ECB). The ECB, not the
central banks of the member countries, determines
such key monetary policy variables as the overnight
bank lending rate and the size of the monetary base.

During its first five years, the euro gamble seemed
to be paying off. Businesses and households were bene-
fitting from the cost savings of being able to buy and
sell goods and services across national borders without
having to exchange currencies or worry about swings
in the values of the currencies. With steady growth in
output and employment, few complaints were heard
about the ECB’s conduct of monetary policy. But then
the financial crisis of 2007–2009 hit. Although all
countries in the eurozone were negatively affected, suf-
fering declines in output and employment, some coun-
tries were hit much worse than others. The economies
of Greece, Spain, Portugal, and Ireland were hit partic-
ularly hard. Before the euro, the central banks of those
countries would have responded to the recession by
allowing their currencies to depreciate, thereby boost-
ing exports and reducing imports. Each country also

could have expanded its monetary base. But these
options for fighting recession were no longer available.
Compounding the problem was the fact that falling
government revenues and increasing government
spending were leading to large government budget
deficits that could be met only by selling bonds—
sovereign debt. Particularly in the case of Greece,
investors became concerned that so much debt was
being sold that the government might default on its
interest or principal payments. The ECB and the gov-
ernments of France and Germany were under pressure
to provide aid that would alleviate this sovereign debt
crisis. Some economists and policymakers believed that
if Greece or another eurozone country defaulted on its
debt, it was likely to also stop using the euro, potentially
causing the system to collapse. It seemed more likely,
though, that the system would hold together.

Whatever the outcome, the saga of the euro illus-
trates the lengths to which countries are willing to go
to achieve stability in exchange rates and the difficul-
ties those countries can encounter.

For a discussion of the benefits and drawbacks 
of the euro, read AN INSIDE LOOK AT POLICY on
page 506.

In Chapter 8, we described how the foreign exchange market operates. In this chapter, we
focus on how the Fed and other central banks intervene in foreign exchange markets. We
also describe different exchange rate systems, such as the euro, and how these systems
affect domestic monetary policy. We begin by looking at how the actions of the Fed and
other central banks can affect exchange rates.

Foreign Exchange Intervention and the 
Monetary Base
In our analysis of the money supply process, we described the actions of three partici-
pants: the central bank, the banking system, and the nonbank public. However, because
international financial markets are linked, foreign central banks, foreign banks, and for-
eign savers and borrowers also can affect the money supply in the United States. In par-
ticular, international financial transactions affect the money supply when central banks
or governments try to influence the foreign exchange values of their currencies. As a
result, such intervention may cause a conflict between the monetary policy goal of
foreign exchange market stability and the policy goals of domestic price stability and
economic growth.

The Federal Reserve and other central banks occasionally participate in interna-
tional markets to affect the foreign exchange value of their nation’s currency. A foreign
exchange market intervention is a deliberate action by a central bank to influence the
exchange rate. Foreign exchange market interventions alter a central bank’s holdings of
international reserves, which are assets that are denominated in a foreign currency
and used in international transactions.

16.1

Learning Objective
Analyze how the Fed’s
interventions in foreign
exchange markets
affect the U.S.
monetary base.

Foreign exchange
market intervention
A deliberate action by a
central bank to influence
the exchange rate.

International reserves
Central bank assets that are
denominated in a foreign
currency and used in inter-
national transactions.
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If the Fed wants the foreign exchange value of the dollar to rise, it can increase the
demand for dollars by selling foreign assets and buying dollars in international currency
markets. If the Fed wants the foreign exchange value of the dollar to fall, it can increase
the supply of dollars by selling dollars and buying foreign assets. Such transactions
affect not only the value of the dollar but also the domestic monetary base. We can
show how the monetary base is affected by using T-accounts to trace the effect of a for-
eign exchange market intervention on the Fed’s balance sheet.

Suppose that in an effort to reduce the foreign exchange value of the dollar, the Fed
buys foreign assets, say, short-term securities issued by foreign governments, worth a
dollar value of $1 billion. This transaction increases the Fed’s international reserves by
$1 billion, so the entry for foreign assets on the Fed’s balance sheet rises by $1 billion.
If the Fed pays for the foreign assets by writing a check for $1 billion, it adds $1 billion
to banks’ reserve deposits at the Fed, which are a Fed liability. We can summarize the
effect of this transaction on the Fed’s balance sheet as follows:

Alternatively, the Fed could pay for the foreign assets with $1 billion of currency.
Because currency in circulation also is a liability for the Fed, its liabilities still rise by 
$1 billion:

Because the monetary base equals the sum of currency in circulation and bank
reserves, either transaction causes the monetary base to rise by the amount of the foreign
assets (international reserves) purchased. In other words, a purchase of foreign assets by
a central bank has the same effect on the monetary base as an open market purchase of
government bonds. When a central bank buys foreign assets, its international reserves
and the monetary base increase by the amount of foreign assets purchased.

Similarly, if the Fed in an effort to increase the foreign exchange value of the
dollar sells foreign assets, the monetary base will decline, while the value of the dollar
will rise. For instance, if the Fed sells $1 billion of short-term securities issued by for-
eign governments, the Fed’s holdings of foreign assets will fall by $1 billion. At the
same time, if the purchasers of the foreign assets sold by the Fed pay with checks drawn
on U.S. banks, bank reserves at the Fed fall by $1 billion. The transaction affects the
Fed’s balance sheet as follows:

If the Fed instead purchased U.S. dollars with the proceeds of its sale of foreign
assets, currency in circulation (another Fed liability) would fall by the amount of foreign

FEDERAL RESERVE
Assets Liabilities

Foreign assets
(international reserves)

�$1 billion Bank reserves at the Fed �$1 billion

FEDERAL RESERVE
Assets Liabilities

Foreign assets
(international reserves)

�$1 billion Currency in circulation �$1 billion

FEDERAL RESERVE
Assets Liabilities

Foreign assets
(international reserves)

�$1 billion Bank reserves at the Fed �$1 billion
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assets sold. Because the monetary base is the sum of currency in circulation and reserves,
it falls by the amount of foreign assets (international reserves) sold. Therefore, domestic
bank reserves at the Fed or currency decline. In other words, a sale of foreign assets by a
central bank has the same effect on the monetary base as an open market sale of govern-
ment bonds. Purchases of domestic currency by a central bank financed by sales of for-
eign assets reduce international reserves and the monetary base by the amount of foreign
assets sold.

When a central bank allows the monetary base to respond to the sale or purchase of
domestic currency in the foreign exchange market, the transaction is called an
unsterilized foreign exchange intervention. Alternatively, the central bank could use
domestic open market operations to offset the change in the monetary base caused by a
foreign exchange intervention. To demonstrate, consider a Fed sale of $1 billion of for-
eign assets. In the absence of any offsetting interventions, the monetary base falls by $1
billion. At the same time, however, the Fed could conduct an open market purchase of
$1 billion of Treasury bills to eliminate the decrease in the monetary base arising from
the foreign exchange intervention. The following T-account illustrates these transactions:

When a foreign exchange intervention is accompanied by offsetting domestic open
market operations that leave the monetary base unchanged, it is called a sterilized for-
eign exchange intervention.

Foreign Exchange Interventions and the 
Exchange Rate
Even though foreign exchange interventions can affect the domestic money supply,
central banks still occasionally intervene in foreign exchange markets because they
seek to minimize fluctuations in exchange rates. A depreciating domestic currency
raises the cost of foreign goods and may lead to inflation. As we saw in the previous
section, central banks can attempt to reduce depreciation by buying assets denominated
in the domestic currency and selling foreign currency-denominated assets. An appreci-
ating domestic currency can make a country’s goods less competitive in world markets.
Central banks attempt to reduce appreciation by selling assets denominated in the
domestic currency. In this section, we examine the effects of unsterilized and sterilized
foreign exchange market interventions on the exchange rate.

Unsterilized Intervention
In Chapter 8, we saw that the exchange rate is determined by the demand and supply
for dollars in the foreign exchange market. We can use this analysis to show the effects
of central bank foreign exchange interventions on the exchange rate. Assume that the
Fed attempts to increase the exchange value of the dollar versus the Japanese yen
through an unsterilized intervention. The Fed sells short-term Japanese government
securities, which decreases the monetary base in the United States. The Fed has
decreased the supply of dollars to the foreign exchange market, but as we saw in Chapter
15, a decrease in the monetary base will also raise U.S. interest rates. As U.S. interest

FEDERAL RESERVE
Assets Liabilities

Foreign assets
(international reserves)
Treasury bills

�$1 billion

�$1 billion

Monetary base (currency in
circulation plus reserves)

�0 billion

Unsterilized foreign
exchange intervention
A foreign exchange market
intervention in which the
central bank does not off-
set the effect of the inter-
vention on the monetary
base.

Sterilized foreign
exchange intervention
A foreign exchange market
intervention in which the
central bank offsets the
effect of the intervention
on the monetary base.

16.2

Learning Objective
Analyze how the Fed’s
interventions in foreign
exchange markets
affect the exchange
rate.
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rates rise relative to Japanese interest rates, foreign investors will demand more U.S. dol-
lars in order to buy U.S. financial assets, and U.S. investors will want to buy fewer
Japanese financial assets, so their supply of U.S. dollars in exchange for Japanese yen will
fall. Panel (a) of Figure 16.1 shows the results of the demand curve for dollars in
exchange for yen shifting to the right, from D1 to D2, and the supply curve shifting to
the left, from S1 to S2. The equilibrium exchange rate increases from E1 to E2, indicating
that the Fed has successfully increased the exchange value of the dollar. So, if nothing
else changes, an unsterilized intervention in which the central bank sells foreign assets
in exchange for domestic currency leads to a decrease in international reserves and in
the monetary base and an appreciation of the domestic currency.

To lower the exchange rate with an unsterilized foreign exchange intervention, the
Fed would buy short-term Japanese government securities, which increases the mone-
tary base in the United States. As the monetary base increases, U.S. interest rates fall,
causing the demand curve for dollars in exchange for yen to shift to the left and the sup-
ply curve of dollars to shift to the right. As panel (b) of Figure 16.1 shows, the result is
a decrease in the equilibrium exchange rate. So, if nothing else changes, an unsterilized
intervention in which the central bank buys foreign assets with domestic currency leads
to an increase in international reserves and the monetary base and depreciation of the
domestic currency.

Sterilized Intervention
As we have seen, with a sterilized foreign exchange intervention, the central bank uses
open market operations to offset the effects of the intervention on the monetary base.
Because the monetary base is unaffected, domestic interest rates will not change. So, if
the Fed sells short-term Japanese government securities but sterilizes the intervention

Figure 16.1 The Effect on the Exchange Rate of an Unsterilized Foreign Exchange Market Intervention
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3. … causing
the equilibrium
exchange rate
to increase.

2. … and the
supply for dollars
shifts to the left…

2. … and the
supply curve
for dollars to
shift to the
right…

1. Higher U.S. interest
rates cause the demand
curve to shift to the right…

1. Lower U.S. interest
rates cause the demand
curve for dollars to shift
to the left…3. … causing

the equilibrium
exchange rate
to fall.

In panel (a), the Fed intervenes by selling short-term Japanese govern-
ment securities. This decreases the monetary base in the United States
and raises U.S. interest rates. As a result, the demand for dollars in
exchange for yen shifts to the right, from D1 to D2, and the supply of
dollars shifts to the left, from S1 to S2. The equilibrium exchange rate
increases from E1 to E2.

In panel (b), the Fed intervenes by buying short-term Japanese govern-
ment securities. This increases the monetary base in the United States and
lowers U.S. interest rates. As a result, the demand for dollars in exchange
for yen shifts to the left, from D1 to D2, and the supply of dollars shifts to
the right, from S1 to S2. The equilibrium exchange rate decreases from E1
to E2. These two examples are both unsterilized interventions. •
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by buying Treasury bills at the same time, U.S. interest rates will be unaffected.
Therefore, the demand curve and supply curve for dollars in exchange for yen will also
be unaffected, and the exchange rate will not change. We can conclude that a sterilized
intervention does not affect the exchange rate. To be effective, central bank interven-
tions that are intended to change the exchange rate need to be unsterilized.

Solved Problem 16.2
The Bank of Japan Counters the Rising Yen

Solving the Problem
Step 1 Review the chapter material. This problem is about how central banks

intervene to affect the exchange rate, so you may want to review the section
“Foreign Exchange Interventions and the Exchange Rate,” which begins 
on page 484.

Step 2 Answer part (a) by explaining why a higher value for the yen hurts Japanese
exporters. When the value of the yen rises, Japanese exporters, such as
Toyota and Sony, face a difficult choice: raise the dollar prices of their prod-
ucts and suffer declining sales or keep the dollar prices unchanged and face
declining profits. For example, suppose that Sony receives $200 from Best Buy
and other U.S. retailers for each PlayStation 3 sold. If the exchange rate is ¥110 =
$1, Sony receives ¥22,000 yen. But if the exchange rate is ¥85 = $1, Sony
receives only ¥17,000—the difference between a comfortable profit and a loss.

Step 3 Answer part (b) by explaining why the Bank of Japan would need to reduce
interest rates in Japan relative to interest rates in the United States in order
to reduce the exchange value of the yen. Draw a graph to illustrate your
answer. If the Bank of Japan can reduce interest rates in Japan relative to
interest rates in the United States, financial investments in Japan will become
less desirable relative to financial investments in the United States. The graph
shows that lower Japanese interest rates will reduce the demand for yen in
exchange for dollars from D1 to D2, and increase the supply of yen in exchange
for dollars from S1 to S2. As a result, the equilibrium exchange rate will decline
from E1 to E2. Notice that because you are drawing a graph from the perspec-
tive of the Bank of Japan, the vertical axis should be labeled “dollars/yen”
rather than “yen/dollar.”

In August 2010, the exchange rate between the yen and
the U.S. dollar dropped below ¥85 = $1. An article in
the Wall Street Journal quoted a strategist for Credit
Suisse investment bank as observing that “blue-chip
Japanese exporters such as Toyota Motor Corp. and
Sony Corp. . . . would have a difficult time coping with
a dollar at 85 yen.” The article speculated that the Bank
of Japan would take actions to “effectively widen the
gap between interest rates in Japan and the U.S., putting
downward pressure on the yen.”

a. Why would Toyota and Sony “have a difficult time
coping with a dollar at 85 yen”?

b. Why would the Bank of Japan need to widen the
gap between interest rates in Japan and the
United States in order to reduce the value of the
yen versus the dollar? In which direction would
the gap have to widen? Use a graph of the market
for yen in exchange for dollars to illustrate your
answer.

c. Could the Bank of Japan reduce the value of the
yen by buying dollar-denominated assets, leaving
interest rates unchanged? Briefly explain.
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Step 4 Answer part (c) by explaining that if the Bank of Japan carries out a steril-
ized intervention, the exchange rate will not change. If the Bank of Japan
were to intervene by purchasing U.S. dollar-denominated assets, such as
Treasury bills, the effect on the Japanese monetary base would be the same as
that of an open market purchase: The Japanese monetary base would rise, and
Japanese interest rates would fall. This would be an unsterilized intervention
and would lower the exchange value of the yen. But if the Bank of Japan kept
interest rates constant by engaging in an open market sale at the same time
that it purchased U.S. Treasury bills, this sterilized intervention would not
reduce the exchange value of the yen.

Source: Takashi Nakamichi, Tomoyuki Tachikaw, and Kana Inagaki, “Japan Hints at Yen Intervention,”
Wall Street Journal, August 12, 2010.

For more practice, do related problem 2.8 on page 509 at the end of this chapter.
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1. Lower Japanese interest rates
cause the demand curve for yen
to shift to the left,…

2. … the supply curve
for yen to shift to the right…

3. … and the equilibrium
exchange rate to fall.

Capital Controls
Mexico suffered a currency crisis during 1994–1995, and several East Asian countries
suffered currency crises during 1997–1998. During these crises, the countries involved
suffered sharp declines in the exchange value of their currencies, which led to disrup-
tions of their economies. These crises were fueled in part by sharp inflows and outflows
of financial investments, or capital inflows and capital outflows, leading some econo-
mists and policymakers to advocate restrictions on capital mobility in emerging
market countries. These restrictions, called capital controls, are government-imposed
restrictions on foreign investors buying domestic assets or on domestic investors buy-
ing foreign assets. Capital controls also limit domestic investors’ ability to diversify
their portfolios internationally, leading those investors to require a higher expected
return on domestic assets than on foreign assets.

Although capital outflows were an element of the currency crises—leading some
political leaders such as then Malaysian Prime Minister Mahathir to limit capital
outflows—most economists remain skeptical about the effect of such controls on the
domestic economy. Capital controls have significant problems. First, with capital con-
trols, domestic firms and investors must receive permission from the government to
exchange domestic currency for foreign currency. The government officials responsible

Capital controls
Government-imposed
restrictions on foreign
investors buying domestic
assets or on domestic
investors buying foreign
assets.
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for granting this permission may insist on receiving bribes before granting it. Most
developing countries that have implemented capital controls have found that they
result in a significant amount of government corruption. Second, multinational firms
may be reluctant to invest in countries with capital controls because the firms will have
difficulty returning any profits they earn to their home countries if they can’t exchange
domestic currency for foreign currency. This problem is significant because to achieve
high growth rates, many developing countries are dependent on the willingness of
multinational firms to build factories and other facilities in their countries. Finally, in
practice, many countries find that their capital controls are evaded by individuals and
firms who resort to a black market where currency traders are willing to illegally
exchange domestic currency for foreign currency.

Restrictions on capital inflows receive more support from some economists than
do restrictions on capital outflows, in part because such inflows often lead to domes-
tic lending booms and increased risk taking by domestic banks. Other economists
point out that this problem could be made less severe by improving bank regulation
and supervision in emerging-market countries. In this way, capital inflows could still
serve as important financial mechanisms for channeling foreign investment to coun-
tries with promising investment opportunities.

The Balance of Payments
In describing the Fed’s foreign exchange market interventions, we simply noted the
increase or decrease in international reserves on the Fed’s balance sheet, without dis-
cussing why the Fed holds international reserves or what factors account for the size of
its reserve holdings. Transactions in international reserves are one of several capital
flows between the United States and other countries. To understand how the Fed accu-
mulates international reserves and how much it has available for foreign exchange
market interventions, we must look at the broader flow of funds between the United
States and foreign countries. We can use the balance-of-payments account to under-
stand international capital flows. The balance-of-payments account measures all
flows of private and government funds between a domestic economy (in this case, the
United States) and all foreign countries.

The balance of payments for the United States is a bookkeeping procedure similar
to ones that households or businesses might use to record receipts and payments. In
the balance of payments, inflows of funds from foreigners to the United States are
receipts, which are recorded as positive numbers. Receipts include inflows of funds for
purchases of U.S.-produced goods and services (U.S. exports), for acquisition of U.S.
assets (capital inflows), and as gifts to U.S. citizens (unilateral transfers).

Outflows of funds from the United States to foreigners are payments, which are
recorded with a minus sign. Payments include (1) purchases of foreign goods and serv-
ices (imports), (2) money spent on purchases of foreign assets by U.S. households and
businesses (capital outflows), and (3) gifts to foreigners, including foreign aid (unilat-
eral transfers). The principal components of the balance-of-payments account sum-
marize transactions for purchases and sales of goods and services (the current account
balance, which includes the trade balance) and flows of funds for international lending
or borrowing (the financial account balance, which includes official settlements).

Each international transaction represents an exchange of goods, services, or assets
among households, businesses, or governments. Therefore, the two sides of the
exchange must always balance. In other words, the payments and receipts of the balance-
of-payments account must equal zero, or

Current account balance + Financial account balance = 0.

16.3

Learning Objective
Understand how the
balance of payments is
calculated.

Balance-of-payments
account A measure of all
flows of private and gov-
ernment funds between a
domestic economy and all
foreign countries.
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The Current Account
The current account summarizes transactions between a country and its foreign trad-
ing partners for purchases and sales of currently produced goods and services. If the
United States has a current account surplus (a positive number), this means that U.S.
citizens are selling more goods and services to foreigners than they are buying imports
from foreigners. Therefore, U.S. citizens have funds to lend to foreigners. Typically, the
U.S. current account has a negative balance, or is in deficit. In 2009, the United States
had a current account deficit of $378.4 billion. When the United States has a current
account deficit, it must borrow the difference to pay for goods and services purchased
abroad. In general, a current account surplus or deficit must be balanced by interna-
tional lending or borrowing or by changes in official reserve transactions.
Policymakers have been concerned that the large U.S. current account deficits in the
1980s, 1990s, and 2000s have caused the United States to rely heavily on savings from
abroad—international borrowing—to finance domestic consumption, investment,
and the federal budget deficit. Of particular concern has been the growing reliance by
the mid-2000s on funds from foreign central banks as opposed to private investors.

One reason for the U.S. current account deficits in the 2000s may have been the
global “saving glut” that we discussed in Chapter 4. The saving glut was partly the
result of high rates of saving in countries such as Japan, which had aging populations
that increased their saving as they prepared for retirement. In addition, the level of
global saving increased because beginning in the late 1990s, developing countries such
as China, Korea, and other Asian countries, as well as some countries in Eastern Europe
increased their saving as their incomes began to rise. With high savings rates and rela-
tively limited opportunities for investment, funds from these countries flowed into the
United States, bidding up the value of the dollar. The high value of the dollar reduced
U.S. exports and increased imports, contributing to the current account deficit.

The Financial Account
The financial account measures trade in existing financial or real assets among coun-
tries. When someone in a country sells an asset (a skyscraper, a bond, or shares of
stock, for example) to a foreign investor, the transaction is recorded in the balance-of-
payments accounts as a capital inflow because funds flow into the country to buy the
asset. When someone in a country buys an asset abroad, the transaction is recorded in
the balance-of-payments accounts as a capital outflow because funds flow from the
country to buy the asset. For example, when a wealthy Chinese entrepreneur buys a
penthouse apartment in New York’s Trump Tower, the transaction is recorded as a cap-
ital outflow for China and as a capital inflow for the United States.

The financial account balance is the amount of capital inflows minus capital
outflows—plus the net value of capital account transactions, which consist mainly of
debt forgiveness and transfers of financial assets by migrants when they enter the
United States.1 The financial account balance is a surplus if the citizens of the country

1The capital account is a third, less important, part of the balance of payments. The capital account records
relatively minor transactions, such as debt forgiveness, migrants’ transfers—which consist of goods and
financial assets people take with them when they leave or enter a country—and sales and purchases of non-
produced, non-financial assets. A nonproduced, non-financial asset is a copyright, patent, trademark, or right
to natural resources. The definitions of the financial account and the capital account are often misunderstood
because the capital account prior to 1999 recorded all the transactions included now in both the financial
account and the capital account. In other words, capital account transactions went from being a very impor-
tant part of the balance of payments to being a relatively unimportant part. Because the balance on what is
now called the capital account is so small, for simplicity we merge it with the financial account here.
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sell more assets to foreigners than they buy from foreigners. The financial account bal-
ance is a deficit if the citizens of the country buy more assets from foreigners than they
sell to foreigners. In 2009, the United States had capital inflows of $356.5 billion and
capital outflows of $140.5 billion—plus net capital account transactions of $0.1 bil-
lion—for a net financial account balance (an increase in U.S. assets held by foreigners)
of $215.9 billion.

Official Settlements
Not all capital flows among countries represent transactions by households and
firms. Changes in asset holdings by governments and central banks supplement pri-
vate capital flows. Official reserve assets are assets that central banks hold and that
they use in making international payments to settle the balance of payments and 
to conduct international monetary policy. Historically, gold was the leading official
reserve asset. Official reserves now are primarily government securities of the United
States and other industrialized countries, foreign bank deposits, and special assets
called Special Drawing Rights created by the International Monetary Fund (an inter-
national agency that we discuss later in this chapter). Official settlements equal the
net increase (domestic holdings minus foreign holdings) in a country’s official
reserve assets.

The official settlements balance is sometimes called the balance-of-payments sur-
plus or deficit. Note that this terminology is somewhat confusing. Earlier we saw that
the balance of payments equals the sum of the current account and the financial
account, and is, therefore, always zero. An alternative way of thinking of the balance of
payments is to exclude the official settlements balance from the financial account. This
exclusion makes it possible for a country to have a balance of payments surplus or
deficit. From this perspective, in 2009, the United States had a significant balance-of-
payments deficit. When a country has a balance-of-payments surplus in this sense, it
gains international reserves because its receipts exceed its payments. That is, foreign
central banks provide the country’s central bank with international reserves. When a
country has a balance-of-payments deficit in this sense, it loses international reserves.
Because U.S. dollars and dollar-denominated assets serve as the largest component of
international reserves, a U.S. balance-of-payments deficit can be financed by a reduc-
tion in U.S. international reserves and an increase in dollar assets held by foreign cen-
tral banks. Similarly, a combination of an increase in U.S. international reserves and a
decrease in dollar assets held by foreign central banks can offset a U.S. balance-of-
payments surplus.

Relationship Among the Accounts
Recall that, in principle, the current account balance and financial account balance sum
to zero. In reality, measurement problems keep this relationship from holding exactly.
An adjustment for measurement errors, the statistical discrepancy, is reported in the
financial account portion of the balance-of-payments accounts. In 2009, it equaled
$162.5 billion (a capital inflow). Many analysts believe that large statistical discrepan-
cies in countries’ balance-of-payments accounts reflect hidden capital flows related to
illegal activity, tax evasion, or capital flight because of political risk.

To summarize, international trade and financial transactions affect both the cur-
rent account and the financial account in the balance of payments. To close out a coun-
try’s international transactions for balance of payments, its central bank and foreign
central banks engage in official reserve transactions, which can affect the monetary
base.
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Exchange Rate Regimes and the 
International Financial System
The Fed and other central banks engage in foreign exchange market interventions to
maintain the foreign exchange value of their nations’ currencies. Political agree-
ments influence the size and timing of each central bank’s purchases and sales of
international reserves. Specifically, nations agree to participate in a particular
exchange-rate regime, or system for adjusting exchange rates and flows of goods and
capital among countries. At times, countries have agreed to fix exchange rates among
their national currencies, and these agreements have committed their central banks
to act to maintain these exchange rates. At other times, countries have allowed
exchange rates to fluctuate according to movements in demand and supply for dif-
ferent currencies, although central banks may still act to limit exchange rate fluctu-
ations. In this section, we analyze exchange-rate regimes in terms of (1) how the
agreement holds the system together, (2) how exchange rates adjust to maintain the
agreement, and (3) how central banks act to maintain equilibrium in the interna-
tional monetary and financial system. We also evaluate the successes and failures of
each system.

Fixed Exchange Rates and the Gold Standard
In the past, most exchange rate regimes were fixed exchange rate systems, in which
exchange rates were set at levels that were determined and maintained by governments.
Under a gold standard, currencies of participating countries are convertible into an
agreed-upon amount of gold. The exchange rates between any two countries’ curren-
cies are fixed by their relative gold weights. The classical gold standard that prevailed
from the late nineteenth century to the outbreak of World War I in 1914 illustrates the
successes and failures of a fixed exchange rate system. Figure 16.2 shows the spread of
the gold standard between 1870 and 1913.

Consider an example of how the gold standard operated: If $1 could be
exchanged for 1/20 of an ounce of gold, while FF1 (1 French franc) could be exchanged
for 1/80 of an ounce of gold, the exchange rate would be $1 = FF4, or $0.25 = FF1.
Now let’s consider an example of trade and capital flows between France and the
United States to illustrate how this system of fixed exchange rates worked. Under a
gold standard, a U.S. importer could buy goods from a French exporter by either (1)
exchanging dollars for French francs in France and buying goods or (2) exchanging
dollars for gold in the United States and shipping gold to France to buy francs and
French goods.

Suppose that the demand for French goods rises relative to the demand for U.S.
goods, leading to a rising demand for francs and a falling demand for dollars. The
result is pressure for the exchange rate in francs per dollar to fall—say, from $1 = FF4
to $1 = FF3. In this situation, U.S. importers could make a profit from shipping gold
to France to buy francs, as long as the governments of the United States and France
continued to exchange currencies for gold at the agreed-upon rate.

Therefore, if Sally Sharp, a cloth importer in Philadelphia, wants to buy FF5,000
worth of cloth from Deluxe of Paris, she can use either of the two strategies
described. First, if she tries to sell dollars for francs in the foreign exchange market,
she will find that she must pay FF5,000 ÷ (3FF per $) = $1666.67 for the cloth.
Alternatively, she can exchange $1,250 for gold, ship the gold bars to France, and
demand that the Bank of France exchange the gold for francs at the fixed exchange
rate. At the official exchange rate of $1 = FF4, she will receive FF5,000 for her gold,

16.4
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(a) Countries on the gold standard in 1870.
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(b) Countries on the gold standard in 1913.

Figure 16.2 The Spread of the Gold Standard

In 1870, the only countries on the gold standard were those shaded in yel-
low: Great Britain, Canada, Australia, Portugal, Argentina, and Uruguay. By
1913, most countries in Europe and the Western Hemisphere were on the
gold standard. By the late 1930s, the gold standard had disappeared. Note
that countries are shown with their 2010 borders.

Source: Maps prepared by authors from information in Christopher M.
Meissner,“A New World Order: Explaining the International Diffusion of the
Classical Gold Standard, 1870–1913,” Journal of International Economics,
Vol. 66, No. 2, July 2005, Table 1, p. 391.•
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which is enough to buy the cloth. The second strategy provides the cheaper solution
for Sally. Sally’s saving on this transaction, $416.67, makes it the best way to buy the
cloth, as long as the cost of shipping the gold from Philadelphia to France does not
exceed $416.67.

What happens in France as U.S. importers like Sally Sharp ship their gold to Paris?
Gold flows into France, expanding that country’s international reserves because gold is
eventually exchanged for francs. The United States loses an equivalent amount of
international reserves because dollars are given to the government in exchange for
gold. An increase in a country’s international reserves increases its monetary base,
whereas a decrease in its international reserves lowers its monetary base. The monetary
base rises in France and falls in the United States, putting upward pressure on the price
level in France and downward pressure on the price level in the United States. French
goods become more expensive relative to U.S. goods. Therefore, the relative demand
for French goods falls, restoring the trade balance and causing the exchange rate to rise
toward the official rate of $1 = FF4.

Alternatively, if the relative demand for U.S. goods rises, market forces put upward
pressure on the exchange rate. Gold then flows from France to the United States,
reducing the French monetary base and increasing the U.S. monetary base. In this case,
the accompanying increase in the U.S. price level relative to the French price level
makes French goods more attractive, restoring the trade balance. The exchange rate
moves back toward the fixed rate of $1 = FF4. So, we can conclude that the gold stan-
dard had an automatic mechanism that would cause exchange rates to reflect the
underlying gold content of countries’ currencies. This automatic mechanism was
called the price-specie-flow mechanism.

One problem with the economic adjustment process under the gold standard was
that countries with trade deficits and gold outflows experienced declines in price levels,
or deflation. Periods of unexpected and pronounced deflation caused recessions.
During the 1870s, 1880s, and 1890s, several deflation-induced recessions occurred in
the United States. A falling price level raised the real value of households’ and firms’
nominal debts, leading to financial distress for many sectors of the economy.

Another consequence of fixed exchange rates under the gold standard was that
countries had little control over their domestic monetary policies. The reason was
that gold flows caused changes in the monetary base. As a result, countries faced
unexpected inflation or deflation from international trade. Moreover, gold discover-
ies and production strongly influenced changes in the world money supply, making
the situation worse. For example, in the 1870s and 1880s, few gold discoveries and
rapid economic growth contributed to falling prices. This deflation caused substan-
tial political unrest among farmers in the U.S. Midwest and Great Plains states, as they
saw the real interest rates on their mortgages rise. In the 1890s, on the other hand, the
gold rushes in Alaska and what is now South Africa increased price levels around 
the world.

In theory, the gold standard required that all countries maintain their promise
to convert currencies freely into gold at fixed exchange rates. In practice, England
made the exchange rate regime’s promise credible. The strength of the British econ-
omy, its frequent trade surpluses, and its large gold reserves made England 
the anchor of the international monetary and financial system. During World War I,
the disruption of the international trading system led countries to abandon their
promises to convert currency into gold. The gold standard had a brief revival dur-
ing the period between the two world wars but finally collapsed in the 1930s, during
the Great Depression.
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Making the Connection

Did the Gold Standard Make the Great Depression Worse?
When the Great Depression began in 1929, governments came under pressure to abandon
the gold standard in order to allow their central banks to pursue expansionary monetary
policies. In 1931, Britain became the first major country to abandon the gold standard. A
number of other countries also went off the gold standard that year. The United States
remained on the gold standard until 1933, and a few countries, including France, Italy, and
Belgium, stayed on even longer. By the late 1930s, the gold standard had collapsed.

The earlier a country went off the gold standard, the easier time it had fighting the
Depression with expansionary monetary policies. As the figure shows, the countries
that abandoned the gold standard before 1933 suffered an average decline in industrial
production of only 3% between 1929 and 1934. The countries that stayed on the gold
standard until 1933 or later suffered an average decline of more than 30%.

Why did countries that stayed on the gold standard suffer worse effects from the Great
Depression? A key reason is that to remain on the gold standard, central banks often had
to take actions that contracted production and employment rather than expanding it. For
example, the United States experienced gold outflows during 1930 and 1931. The Fed
attempted to stem the outflows by raising the discount rate because higher interest rates
would make financial investments in the United States more attractive to foreign investors.
Higher interest rates, though effective in stemming the gold outflow and keeping the
United States on the gold standard, were the opposite of the lower interest rates needed to
stimulate domestic spending. The United States did not begin to recover from the
Depression until March 1933, the same month that it left the gold standard.

The devastating economic performance of the countries that stayed on the gold
standard the longest during the 1930s is the key reason that policymakers did not
attempt to bring back the classical gold standard in later years.

Sources: Ben Bernanke and Harold James, “The Gold Standard, Deflation, and Financial Crisis in the
Great Depression: An International Comparison,” in R. Glenn Hubbard, ed., Financial Markets and
Financial Crises, Chicago: University of Chicago Press, 1991; Barry Eichengreen, Golden Fetters: The
Gold Standard and the Great Depression 1919–1939, New York: Oxford University Press, 1992; dates
for abandoning the gold standard used in the figure from Melchior Palyi, The Twilight of Gold,
1914–1936, Chicago: Henry Regnery, 1972, Table IV-I, pp. 116–117; the change in production in the
figure is the change in industrial production from League of Nations, World Production and Prices,
1925–1934, Geneva: League of Nations, 1935, Appendix II, Table 1, p. 133.

Test your understanding by doing related problem 4.9 on page 512 at the end of
this chapter.

–35

–30

–25

–20

–15

–10

–5

0%

D
ec

lin
e 

in
 p

ro
d

u
ct

io
n

, 1
92

9–
19

34

Average decline in production in
countries that went off the gold

standard before 1933

Average decline in production in
countries that went off the gold

standard in 1933 or later



Exchange Rate Regimes and the International Financial System 495

Adapting Fixed Exchange Rates: The Bretton Woods System
Despite the gold standard’s demise, many countries remained interested in the concept
of fixed exchange rates. As World War II drew to a close, representatives of the United
States, the United Kingdom, France, and other Allied governments gathered at Bretton
Woods, New Hampshire, to design a new international monetary and financial system.
The resulting agreement, known as the Bretton Woods system, lasted from 1945 until
1971. Its framers intended to reinstate a system of fixed exchange rates but wanted to
permit smoother short-term economic adjustments than were possible under the gold
standard. The United States agreed to convert U.S. dollars into gold at a price of $35
per ounce—but only in dealing with foreign central banks. U.S. citizens would not be
able to redeem dollars for gold. The central banks of all other members of the system
pledged to buy and sell their currencies at fixed rates against the dollar. By fixing their
exchange rates against the dollar, these countries were fixing the exchange rates among
their currencies as well. The United States was given a special role in the system because
of its dominant position in the global economy at that time and because it held much
of the world’s gold. Because central banks used dollar assets and gold as international
reserves, the dollar was known as the international reserve currency.

Under the Bretton Woods system, exchange rates were supposed to adjust only
when a country experienced fundamental disequilibrium—that is, persistent deficits
or surpluses in its balance of payments at the fixed exchange rate. To help countries
make a short-run economic adjustment to a balance-of-payments deficit or surplus
while maintaining a fixed exchange rate, the Bretton Woods agreement created the
International Monetary Fund (IMF). Headquartered in Washington, DC, this multi-
national organization grew from 30 member countries in 1945 to 187 in 2010. In prin-
ciple, the IMF was to administer the Bretton Woods system and to be a lender of last
resort to ensure that short-term economic dislocations did not undermine the stability
of the fixed exchange rate system. In practice, the IMF—which survived the demise of
the Bretton Woods system—also encourages domestic economic policies that are
consistent with exchange rate stability, and gathers and standardizes international eco-
nomic and financial data to use in monitoring member countries.

Although the IMF no longer attempts to foster fixed exchange rates (its core
Bretton Woods system function), its activities as an international lender of last resort
have grown. During the developing world debt crises of the 1980s, the IMF provided
credit to such countries to help them repay their loans. IMF lending during the
Mexican financial crisis of 1994–1995 and the East Asian financial crisis of 1997–1998
inspired major controversy over its role in the international financial system.

Advocates of IMF intervention point to the need for a lender of last resort in
emerging-market financial crises. Critics of the IMF raise two counterarguments. The
first is that the IMF encourages moral hazard, in the form of excessive risk taking, by
bailing out foreign lenders. According to this view, the IMF’s bailout of foreign lenders
in the Mexican crisis encouraged risky lending to East Asian countries, precipitating
that crisis. The second argument is that, in contrast to the IMF’s treatment of foreign
lenders, the institution’s “austerity” programs in developing countries focus on reduc-
ing government spending and raising interest rates, which are macroeconomic policies
that can lead to unemployment and political upheaval.

Fixed Exchange Rates Under Bretton Woods Central bank interventions in the for-
eign exchange market to buy and sell dollar assets maintained the fixed exchange rates
of the Bretton Woods system. Exchange rates could vary by 1% above or below the
fixed rate before countries were required to intervene to stabilize them. If a foreign cur-
rency appreciated relative to the dollar, the central bank of that country would sell its
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own currency for dollars, thereby driving the exchange rate back to the fixed rate. If a
foreign currency depreciated relative to the dollar, the central bank would sell dollar
assets from its international reserves and buy its own currency to push the exchange
rate back toward the fixed rate.

In general, a central bank can maintain a fixed exchange rate as long as it is able and
willing to buy and sell the amounts of its own currency that are necessary for exchange
rate stabilization. When a foreign central bank buys its own currency, it sells dollars
(international reserves). When a foreign central bank sells its own currency, it buys dol-
lars. The result is an important asymmetry in central banks’ adjustments in response to
market pressures on the exchange rate. A country with a balance-of-payments surplus
has no constraint on its ability to sell its own currency to buy dollars to maintain the
exchange rate. However, a country with a balance-of-payments deficit has its ability to
buy its own currency (to raise its value relative to the dollar) limited by the country’s
stock of international reserves. As a result, reserve outflows caused by balance-of-
payments deficits created problems for central banks that were bound by the Bretton
Woods system. When a country’s stock of international reserves was exhausted, the
central bank and the government would have to implement restrictive economic
policies, such as increasing interest rates, to reduce imports and the trade deficit or
abandon the policy of stabilizing the exchange rate against the dollar.

Devaluations and Revaluations Under Bretton Woods Under the Bretton Woods
system, a country could defend its fixed exchange rate by buying or selling reserves or
changing domestic economic policies, or it could petition the IMF to be allowed to
change its exchange rate. When its currency was overvalued relative to the dollar, with
agreement from the IMF, the country could devalue its currency—that is, lower the
official value of its currency relative to the dollar. A country whose currency was
undervalued relative to the dollar could revalue its currency—that is, raise the official
value of its currency relative to the dollar.2

In practice, countries didn’t often pursue devaluations or revaluations. Under the
Bretton Woods system, governments preferred to postpone devaluations rather than
face political charges that their monetary policies were flawed. Revaluations were an
even less popular choice. Domestic producers and their workers complained vigorously
when the value of the currency was allowed to rise against the dollar because domes-
tic goods became less competitive in world markets, reducing profits and employment.
The political pressures against devaluations and revaluations meant governments
changed their exchange rates only in response to severe imbalances in the foreign
exchange market.

Speculative Attacks in the Bretton Woods System When investors came to believe
that a government was unable or unwilling to maintain its exchange rate, they attempt-
ed to profit by selling a weak currency or buying a strong currency. These actions,
known as speculative attacks, could force a devaluation or revaluation of the currency.
Speculative attacks can produce international financial crises. That happened in 1967,
when the British pound was overvalued relative to the dollar. Figure 16.3 illustrates the
speculative attack that took place against the pound. The intersection of the demand
and supply for British pounds in exchange for dollars occurs at E1,which is lower than
the fixed exchange rate of £1 = $2.80. The result was a surplus of pounds in exchange

Devaluation The lowering
of the official value of a
country’s currency relative
to other currencies.

Revaluation The raising of
the official value of a coun-
try’s currency relative to
other currencies.

2Recall that in a flexible exchange rate system, a falling value of the exchange rate is known as depreciation
and a rising value of the exchange rate is known as appreciation.
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for dollars. To defend the overvalued exchange rate, the Bank of England had to buy
the surplus pounds equal to Q2 - Q1, using dollars from its international reserves.

As the Bank of England’s international reserves shrank, currency traders knew
that, at some point, the bank would have to abandon its stabilization efforts. Speculators
responded by selling pounds, including pounds borrowed from banks, to the Bank of
England at the fixed exchange rate of $2.80/£1, expecting the pound to fall in value
against the dollar. When the pound did eventually fall in value, the speculators used
dollars to buy back the now cheaper pounds, thereby earning a substantial profit. In
terms of our graphical analysis, speculators were causing the supply of pounds to shift
from S1 to S2, which caused the overvaluation of the pound to increase. This difference
between the fixed and market exchange rates forced the Bank of England to buy even
more pounds, until it ran out of dollars. On November 17, 1967, the Bank of England
lost more than $1 billion of international reserves (on top of earlier losses of several
billion dollars). On November 18, it devalued the pound by 14%.

Devaluations are forced by speculative attacks when a central bank is unable to
defend the exchange rate, as in England’s 1967 crisis. Revaluations, on the other hand,
can be forced by speculative attacks when a central bank is unwilling to defend the
exchange rate. A speculative attack on the undervalued deutsche mark in 1971 led to a
revaluation of the mark against the dollar and hastened the demise of the Bretton
Woods system.

The Speculative Attack on the Deutsche Mark and the Collapse of Bretton
Woods By 1970, the U.S. balance-of-payments deficit had grown significantly. By the
first quarter of 1971, the large balance-of-payments surpluses outside the United States
were causing fear in international financial markets because many currencies were
undervalued relative to the dollar. Worries were greatest in West Germany, as the
Bundesbank (the German central bank) pursued policies to maintain a low inflation
rate. The Bundesbank faced a dilemma. Because the German deutsche mark was
undervalued against the dollar, if the Bundesbank defended the fixed exchange rate, it
would have to sell marks and buy dollars in the foreign exchange market. By doing so,
it would acquire international reserves, increasing the German monetary base and

Figure 16.3
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putting upward pressure on German prices. If Germany revalued the mark, it would
avoid inflationary pressures but would break its promise under the Bretton Woods sys-
tem and upset German firms that relied on exports to the United States.

The Bundesbank’s dilemma set the stage for a speculative attack on the mark. In
this case, speculators bought marks with dollars, expecting the mark to rise in value
against the dollar. When the mark did rise, the speculators used the marks to buy back
the now cheaper dollars, thereby earning a profit. By 1971, many investors were con-
vinced that the Bundesbank would soon have to abandon the fixed exchange rate of
$0.27 = DM1. On May 5, 1971, the Bundesbank purchased more than 1 billion U.S.
dollars, expanding its monetary base by the same amount. Afraid that continued
increases in the monetary base would spark inflation, the Bundesbank halted its inter-
vention later that day. The mark began to float against the dollar, with its value being
determined solely by the forces of demand and supply in the foreign exchange market.

The decision by the Bundesbank to abandon the fixed exchange rate against the
dollar was a blow to the Bretton Woods system, but the system had even more funda-
mental problems. As U.S. inflation increased and U.S. balance-of-payments deficits
mounted in the late 1960s, foreign central banks acquired large amounts of dollar-
denominated assets. The Bretton Woods system was held together by the U.S. promise
to exchange foreign central banks’ dollars for gold at $35 per ounce. By 1971, however,
the dollar assets that were owned by foreign central banks totaled more than three
times the official U.S. gold holdings at the rate of $35 per ounce of gold. On August 15,
1971, the Nixon administration attempted to force revaluations of other currencies
against the dollar. The United States suspended the convertibility of dollars into gold
and imposed tariffs on imports that would be reduced only if a country revalued its
exchange rate. This process of revaluations against the dollar was completed at the
Smithsonian Conference in December 1971.

The exchange rate conditions that were agreed to at the Smithsonian Conference
were not stable in the face of world events, however. In practice, many currencies began
to float, although central banks intervened to prevent large fluctuations in exchange
rates. At its January 1976 conference in Jamaica, the IMF formally agreed to allow cur-
rencies to float. At that conference, IMF members also agreed to eliminate gold’s offi-
cial role in the international monetary system.

In 1970, even before countries formally abandoned the Bretton Woods system, the
IMF had begun issuing a paper substitute for gold. The IMF created these internation-
al reserves, known as Special Drawing Rights (SDRs), in its role as lender of last resort.
The price of gold is now determined the same way that the prices of other commodi-
ties are determined—by the forces of demand and supply in the market.

To summarize, the Bretton Woods system was a fixed exchange rate system with a
lender of last resort to smooth out short-term economic adjustments in response to
balance-of-payments deficits. The system eventually collapsed because the lack of
commitment of the United States to price stability and the reluctance of other coun-
tries to revalue their currencies against the dollar led to strong market pressures on
fixed exchange rates.

Central Bank Interventions After Bretton Woods
Since the demise of the Bretton Woods system, the United States officially has fol-
lowed a flexible exchange rate system in which the foreign exchange value of the dol-
lar is determined in currency markets. Many other countries have followed the same
course and allowed their exchange rates to float, or be determined by demand and
supply. The Fed and foreign central banks have not, however, surrendered their right
to intervene in the foreign exchange market when they believe that their currency is

Flexible exchange rate
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the foreign exchange value
of a currency is determined
in the foreign exchange
market.
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significantly undervalued or overvalued. For example, in September 2010, the Bank
of Japan intervened to buy U.S. dollars in exchange for yen in an attempt to lower the
value of the yen against the dollar. The present international financial system can be
described as a managed float regime (also called a dirty float regime), in which cen-
tral banks occassionally intervene to affect foreign exchange values from time to time.
Therefore, international efforts to maintain exchange rates continue to affect domes-
tic monetary policy.

Policy Trade-offs Central banks generally lose some control over the domestic money
supply when they intervene in the foreign exchange market. To increase the exchange
rate—that is, to make the domestic currency appreciate—a central bank must sell
international reserves and buy the domestic currency, thereby reducing the domestic
monetary base and money supply. To decrease the exchange rate, or make the domestic
currency depreciate, a central bank must buy international reserves and sell the domes-
tic currency, thereby increasing the domestic monetary base and money supply. So, a
central bank often must decide between actions to achieve its goal for the domestic
monetary base and interest rates and actions to achieve its goal for the exchange rate.

The Case of the U.S. Dollar Because of the traditional role of the dollar as an inter-
national reserve currency, U.S. monetary policy hasn’t been severely hampered by foreign
exchange market transactions. After the Bretton Woods system collapsed, the dollar
retained its role as a reserve currency in the international monetary and financial sys-
tem. During the 2000s, the euro and the Japanese yen increased in importance as
reserve currencies. By 2010, though, the dollar still accounted for a majority of inter-
national reserves. Most economists believe that the U.S. dollar isn’t likely to lose its
position as the dominant reserve currency in the next decade.

Many industrial economies have high standards of living without the privilege of
their currency being the reserve currency. Nonetheless, as the dollar has become less
important as a reserve currency in 2010 than it was in 1960 or even 1990, many ana-
lysts believe that the United States has something to lose if the dollar is toppled from
its reserve currency pedestal. Why?

First, U.S. households and businesses might lose the advantage of being able to
trade and borrow around the world in U.S. currency. This advantage translates into
lower transactions costs and reduced exposure to exchange rate risk. Second, foreign-
ers’ willingness to hold U.S. dollar bills confers a windfall on U.S. citizens because
foreigners are essentially providing an interest-free loan. Also, the dollar’s reserve cur-
rency status makes foreign investors more willing to hold U.S. government bonds,
lowering the government’s borrowing costs. Finally, New York’s leading international
role as a financial capital might be jeopardized if the dollar ceased to be the reserve
currency.

Fixed Exchange Rates in Europe
One benefit of fixed exchange rates is that they reduce the costs of uncertainty about
exchange rates in international commercial and financial transactions. Because of the
large volume of commercial and financial trading among European countries, the gov-
ernments of many of these countries have sought to reduce the costs of exchange rate
fluctuations. Fixed exchange rates have also been used to constrain inflationary mon-
etary policy. The theory of purchasing power parity indicates that a country’s exchange
rate will depreciate if it has a higher inflation rate than do its trading partners. So,
when a government commits to a fixed exchange rate, it is also implicitly committing
to restraining inflation.

Managed float regime
An exchange rate system in
which central banks occa-
sionally intervene to affect
foreign exchange values;
also called a dirty float
regime.
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The Exchange Rate Mechanism and European Monetary Union The countries that
were members of the European Economic Community formed the European Monetary
System in 1979. Eight European countries also agreed at that time to participate in an
exchange rate mechanism (ERM) to limit fluctuations in the value of their currencies
against each other. Specifically, the member countries promised to maintain the values
of their currencies within a fixed range set in terms of the ecu, which was a composite
European currency unit. They agreed to maintain exchange rates within these limits
while allowing the rates to float jointly against the U.S. dollar and other currencies. The
anchor currency of the ERM was the German mark. Both France and the United
Kingdom reduced their inflation rates by tying their currencies to the German mark.

The United Kingdom ended up withdrawing from the ERM in 1992, as a result of
one of the most celebrated speculative attacks in the history of foreign exchange mar-
kets. Although linking the pound to the German mark forced the British government
to take actions to reduce the inflation rate, the rate still remained well above the rate in
Germany. With such different inflation rates, it would be difficult on purchasing power
parity grounds for the pound to maintain a fixed exchange rate with the mark. In addi-
tion, as West Germany unified with the former East Germany, the German government
kept interest rates high to attract the foreign investment needed to finance reconstruc-
tion in East Germany. These high interest rates attracted foreign investors to German
securities, bidding up the value of the mark relative to the pound. Currency traders
became convinced that the Bank of England would be unable to defend the exchange
rate between the pound and the mark at the agreed-on level. Although the British gov-
ernment raised interest rates and insisted that it would defend the value of the pound,
currency traders persisted in selling pounds for marks until on Black Wednesday,
September 16, 1992, the British government abandoned the ERM and allowed the
value of the pound to float. A notable winner among currency traders was George
Soros. This Hungarian-born hedge fund manager was believed to have made more
than $1 billion by betting against the pound. Some commentators referred to him as
“The Man Who Broke the Bank of England.” Soros has argued, though, that his actions
had little to do with the decision by the British government to abandon the ERM:
“Markets move currencies, so what happened with the British pound would have hap-
pened whether I was born or not, so therefore I take no responsibility.”3

As part of the 1992 single European market initiative, European Community (EC)
countries drafted plans for the European Monetary Union, in which exchange rates
would be fixed by using a common currency, the euro. With a single currency, trans-
actions costs of currency conversion and bearing exchange rate risks would be elimi-
nated. In addition, the removal of high transactions costs in cross-border trades would
increase efficiency in production by offering the advantages of economies of scale.

The European Monetary Union in Practice In 1989, a report issued by the EC rec-
ommended establishing a common central bank, the European Central Bank (ECB),
to conduct monetary policy and, eventually, to control a single currency. The ECB,
which formally commenced operation in January 1999, is structured along the lines of
the Federal Reserve System in the United States, with an Executive Board (similar to
the Board of Governors) appointed by the European Council and governors from the
individual countries in the union (comparable to Federal Reserve Bank presidents).
Like the Fed, the ECB is independent of member governments. Executive Board

European Monetary
Union A plan drafted as
part of the 1992 single
European market initiative,
in which exchange rates
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common currency was
adopted.

3Louise Story, “The Face of a Prophet,” New York Times, April 11, 2008.
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members are appointed for nonrenewable eight-year terms to increase their political
independence. The ECB’s charter states that the ECB’s main objective is price stability.

At Maastricht, the Netherlands, in December 1991, member countries agreed on a
gradual approach to monetary union, with a goal of convergent monetary policies by
the mid-1990s and completion of monetary union in Europe by January 1, 1999. To
have a single currency and monetary policy required more convergence of domestic
inflation rates and budget deficits than existed in the mid-1990s. By the time monetary
union began in 1999, 11 countries met the conditions for participation with respect to
inflation rates, interest rates, and budget deficits. The United Kingdom declined to par-
ticipate. Figure 16.4 shows the 16 countries that in 2010 were using the euro as their
common currency.

As noted in the chapter opener, in its early years, the euro seemed quite successful.
From the time the euro was introduced in January 2002 through the beginning of the
financial crisis in 2007, most of Europe experienced a period of relative economic sta-
bility. With low interest rates, low inflation rates, and expanding production and
employment, the advantages of the euro seemed obvious. Some of the lower-income
European countries appeared to particularly prosper under the euro. The Spanish
economy grew at an annual rate of 3.9% between 1999 and 2007. The unemployment
rate in Spain dropped from nearly 20% in the mid-1990s to less than 8% in 2007.
Ireland and Greece also experienced rapid growth during these years.

When the financial crisis of 2007–2009 hit and Europe entered a recession, the
countries hardest hit could not pursue a more expansionary policy than the ECB was
willing to implement for the eurozone as a whole. These countries lacked the ability to

Figure 16.4
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revive their economies by depreciating their currencies and expanding their exports
because they were committed to the euro, and most of their exports were to other
eurozone countries. During the years of the gold standard, countries had similarly
been unable to run expansionary monetary policies and were unable to have their
exchange rates depreciate. As we have seen, these drawbacks led one country after
another to abandon the gold standard in the 1930s until the system collapsed.

Will the same thing that happened to the gold standard happen to the euro? In
2010, some economists thought that it might, particularly those who had been doubt-
ful that adopting the euro had been a good idea in the first place. Ideally, the economies
of countries using the same currency should be harmonized, as the individual states
are in the United States. Although the economies of the states differ and some were hit
harder than others by the 2007–2009 recession, there is free movement of workers and
firms across state borders; federal legislation harmonizes some—but not all—labor
and tax legislation; and the states share a common language and elect a common gov-
ernment. The countries using the euro are much less harmonized in all these respects.
Some steps have been taken to aid the free flow of workers and firms across national
borders, to coordinate some aspects of labor and tax legislation, and so on. In fact, one
argument in favor of the euro was that it would aid the harmonization of Europe’s
economies. But clearly the countries using the euro are much more diverse economi-
cally, politically, and culturally than are the states of the United States.

But are the countries of Europe so diverse that using a common currency serious-
ly impedes the ability of their economies to deal with a significant recession? The
answer may depend in part on how quickly the countries most affected by the reces-
sion can return to higher growth and lower unemployment. It was several years into
the Great Depression before most countries abandoned the gold standard. In addition,
policymakers in Greece, Spain, Portugal, and Ireland—the countries that are perhaps
most likely to abandon the euro—do not appear to see much gain from doing so.
Abandoning the euro might allow these countries to increase their exports by depreci-
ating their currencies and to spur recovery through expansionary monetary policies.
But these actions would be at the expense of the long-term advantages these countries
gain from the euro. So, while in late 2010 the euro was battered, it appeared likely to
survive the crisis.

Currency Pegging
One way to maintain a fixed exchange rate is through pegging. With pegging, a coun-
try keeps its exchange rate fixed against another country’s currency. It is not necessary
for both countries in a currency peg to agree to it. For example, when in the 1990s,
South Korea, Taiwan, Thailand, Indonesia, and other developing countries pegged
their currencies to the U.S. dollar, the responsibility for maintaining the peg was
entirely with the developing countries. Countries peg their currencies to gain the
advantages of a fixed exchange rate: reduced exchange rate risk, a check against infla-
tion, and protection for firms that have taken out loans in foreign currencies. This last
advantage was important to many Asian countries during the 1990s because many of
their firms had begun taking out dollar-denominated loans from U.S. and foreign
banks. So, for instance, in the absence of a currency peg, if the value of the Korean won
declined against the dollar, a Korean firm with loans in dollars would find its interest
and principal payments rising in terms of the won.

A peg, though, can run into the problem faced by countries under the Bretton
Woods system: A currency’s equilibrium exchange rate, as determined by demand and
supply, may be significantly different than the pegged exchange rate. The result is that
the pegged currency may become overvalued or undervalued with respect to the dollar.

Pegging The decision by 
a country to keep the
exchange rate fixed
between its currency and
another country’s currency.
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In the 1990s, a number of Asian countries with overvalued currencies were subject to
speculative attacks. During the resulting East Asian currency crisis, these countries
attempted to defend their pegs by buying domestic currency with dollars, reducing
their monetary bases, and raising their domestic interest rates. Higher interest rates
plunged their economies into recession and, in the end, were ineffective in defending
their pegs, which these countries all eventually abandoned.

Making the Connection

Explaining the East Asian Currency Crisis
The dizzying pace of currency devaluations and debt defaults that spread from Thailand
through Asia to Russia and the emerging economies in Latin America in 1997 and 1998
left economists and policymakers wondering what went wrong. When Thailand devalued
the baht in July 1997, a small stone set off an avalanche of devaluations and shrinking out-
put in Thailand, Indonesia, South Korea, and Malaysia—and the shock waves were felt in
Japan and China. Russia’s debt default in 1998 triggered another round of capital flight
from emerging economies and contributed to the spectacular collapse of Long-Term
Capital Management, a large U.S. hedge fund. Malaysia responded to the crisis by blam-
ing currency speculators and imposing capital controls, leading many economists to fear
a downward spiral of capital controls and trade restrictions in emerging economies.

What went wrong? Prior to the Asian financial crisis, private short-term capital
flows swelled the coffers of Asian countries, stimulating substantial domestic borrow-
ing (often in foreign currency–denominated debt). The swing in net private capital
flows to Thailand, South Korea, Malaysia, Indonesia, and the Philippines between 1996
and 1998 was very large—about 11% of pre-crisis GDP. In one view, subsequent shifts
in market expectations and confidence were the main causes of the initial crisis—a cri-
sis made worse by the harsh policy response of the IMF and the international financial
community.

According to another view, the Asian economies entered 1997 with weak economic
and financial fundamentals. In these economies, weak banks with lax supervision and
poor risk management provided a recipe for moral hazard—excessive risk taking and
lending for unprofitable investment projects. There was also an international dimen-
sion to the moral hazard problem, as prior to the crisis international banks loaned
large sums to the region’s domestic financial intermediaries. (The debt accumulated in
this way consisted mainly of foreign currency–denominated loans and bonds.)
Weaknesses in the undercapitalized financial system led to a buildup of nonperform-
ing loans, a problem exacerbated by the rapid pace at which capital controls were being
dismantled and financial markets were being deregulated in the region, which
increased the supply of funds from abroad.

Why did international banks make these risky loans? In this view, international
lenders believed the risk was small because they were primarily making short-term loans
to foreign banks. In addition, international lenders thought these loans would be guar-
anteed by explicit government intervention to bail out debtors or by an indirect bailout
by the IMF. Several leading economists, including Nobel laureate Paul Krugman of
Princeton University, argued that anticipation of a future bailout gave international
investors a strong incentive to take on excessive risk in lending to Asian economies.

Which view of the reasons for the crisis is correct? In all likelihood, both sets of
factors played a role. Weak fundamentals in the economies and financial systems of
Asia have spawned efforts at reform in countries ranging from Thailand to Japan.
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China and the Dollar Peg
In the late 2000s, there was considerable controversy over the policy of the Chinese gov-
ernment pegging its currency, the yuan, against the U.S. dollar. In 1978, China began to
move away from central planning and toward a market system. An important part of
Chinese economic policy was the decision in 1994 to peg the value of the yuan to the dol-
lar at a fixed rate of 8.28 yuan to the dollar. Pegging against the dollar ensured that
Chinese exporters would face stable dollar prices for the goods they sold in the United
States. By the early 2000s, many economists argued that the yuan was undervalued
against the dollar, possibly significantly so. Some U.S. firms claimed that the undervalu-
ation of the yuan gave Chinese firms an unfair advantage in competing with U.S. firms.

In July 2005, the Chinese government announced that it would switch from peg-
ging the yuan against the dollar to linking the value of the yuan to the average value of
a basket of currencies—the dollar, the Japanese yen, the euro, the Korean won, and sev-
eral other currencies. The immediate effect was a fairly small increase in value of the
yuan from 8.28 to the dollar to 8.11 to the dollar. The Chinese central bank declared
that it had switched from a peg to a managed floating exchange rate. Some economists
and policymakers were skeptical, however, that much had actually changed because the
initial increase in the value of the yuan had been small and because the Chinese cen-
tral bank did not explain the details of how the yuan would be linked to the basket of
other currencies.

Figure 16.5 shows that the value of the yuan did gradually rise against the dollar
(that is, fewer yuan were required to buy one dollar) between July 2005 and July 2008,

While most economists argue against policies to regulate capital flows, criticisms of the
IMF’s role have been harsh. In particular, many economists encourage the IMF to con-
form its international lending to central banking principles—by being a lender of last
resort and insisting on strong buffers for domestic banking systems to make a finan-
cial crisis less likely.

Test your understanding by doing related problem 4.13 on page 512 at the end of
this chapter.

Figure 16.5

The Yuan–Dollar
Exchange Rate
China began explicitly pegging
the value of the yuan to the dollar
in 1994. Between July 2005 and
July 2008, China allowed the
value of the yuan to rise against
the dollar before returning to a
hard peg at about 6.83 yuan to
the dollar. Although the central
bank of China announced in June
2010 that it would return to
allowing the value of the yuan to
rise against the dollar, initially no
significant increase occurred.

Source: Federal Reserve Bank of
St. Louis.•
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Answering the Key Question
Continued from page 481

At the beginning of this chapter, we asked the question:

“Should European countries abandon using a common currency?”

As we have seen in this chapter, having a common currency in most of Europe has made it easier for
households and firms to buy, sell, and invest across borders. From the introduction of the euro as a
currency in 2002 until the beginning of the financial crisis in 2007, by and large European economies
did well, experiencing economic growth with low inflation. During the financial crisis, conflicts arose
over the policies of the European Central Bank. The countries whose economies had been hardest hit
also were unable to allow their currencies to depreciate, as had happened in earlier recessions, to
spur their exports. In 2010, the possibility that the euro system would collapse remained. However,
the system seemed likely to hold together because of the conviction among many European econo-
mists and policymakers that the advantages of a common currency outweighed its disadvantages.

Read An Inside Look at Policy on the next page for a discussion of the benefits and
drawbacks of the euro.

when the exchange rate stabilized at about 6.83 yuan to the dollar, indicating that China
had apparently returned to a “hard peg.” This change in policy led to renewed criticism
from policymakers in the United States. In mid-2010, President Barack Obama argued
that “market-determined exchange rates are essential to global economic activity.” The
Chinese central bank responded a few days later that it would return to allowing the
value of the yuan to change based on movements in a basket of other currencies. In
setting the value of the yuan each morning, the central bank said it would also pay
attention to shifts in demand and supply in the foreign exchange markets. By late 2010,
however, the exchange rate between the yuan and the dollar had changed relatively 
little. As China continued to run large trade surpluses with the United States, the con-
troversy over Chinese exchange rate policies seemed certain to continue.



Are the Euro’s Benefits 
Worth the Costs?
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The worst-case scenario for the
eurozone would be that countries
such as Greece and possibly
Portugal default on their debts, the
national equivalent of turning
one’s pockets inside out and telling
the man at the hamburger stand
that you can’t pay for what you
just ate.

That would put a major strain
on the European Central Bank,
which lent a lot of money to the
PIGS by buying their government
bonds. It would also hit govern-
ment-owned banks in Germany
and France and private European
banks that hold PIGS debt.

If the four PIGS countries were
to default on their debts, says
Desmond Lachman, an economist at
the American Enterprise Institute,
“it would be a shock to the
European banking system, because
there’s as much as $2 trillion worth
of that debt floating around. You
could have a very big recession.”

Leaving the Euro Behind?
Eurozone finance ministers and the
International Monetary Fund are
trying to forestall this scenario. Last
month, they approved a $925 bil-
lion loan fund to help Greece and,
potentially, other eurozone coun-
tries stay afloat.

The money will be available to
Greece at better interest rates than it
could get on international markets,
but it comes at a price. The Greek
government had to come up with a
package of draconian spending cuts

c

and tax increases aimed at reducing
its debt.

Those cuts will be painful for
Greek citizens, and the pain is
likely to last, as the country goes
through a recession.

“It’s like a very long, very deep
diet, where you need a lot of
persistence,” says Ken Rogoff, a
Harvard economics professor and
former chief economist at the IMF.
“They’re asked to go into a reces-
sion for one or two years, and at
the end, wind up with a bigger
debt than they had to begin with.”

The temptation, say analysts,
will be for countries such as Greece
to leave the euro system and go
back to some sort of national cur-
rency, which can then be devalued.

Lachman says that, if he were
advising the Greek government,
that’s what he’d suggest. “It’s not in
the interest of the Greeks to be cruci-
fied on the cross of the euro,” he says.

The appeal of switching to a
national currency is that the value
of that currency can be allowed to
fall in relation to the euro and the
dollar. Debts incurred when the
value of the currency was high can
be paid back in money that’s worth
less, in effect, says Lachman, “stiff-
ing the foreign lenders.”

Source: © 2010 National Public Radio,
Inc.  NPR® news report titled “Summer 
of Discontent As Euro Crisis Smolders” by
NPR’s Corey Flintoff was originally pub-
lished on NPR.org on June 2, 2010 and is
used with the permission of NPR. Any
unauthorized duplication is strictly
prohibited. 

Summer Of
Discontent As Euro
Crisis Smolders

The European Central Bank
warned this week that the debt cri-
sis in Greece and other euro zone
countries could subject the region’s
banks to another round of losses.

Some experts fear that excessive
government debt in the group of
countries known as the PIGS (for
Portugal, Italy, Greece and Spain),
will put a drag on the entire euro-
zone economy and possibly dam-
age the economic recovery in the
United States.

As if to underline the risk, the
Fitch ratings agency downgraded
the credit rating of Spain last
Friday, just a day after the Spanish
Parliament agreed to an austerity
program—sharp cuts in spending
designed to reduce the govern-
ment’s debt to sustainable 
levels.

Is Europe Headed For 
Fiscal Armageddon?

“I don’t have it as my most
likely scenario,” says economist 
Uri Dadush, “but I would certainly
consider it a risk.” Dadush is
director of the International
Economics Program at the
Carnegie Endowment for
International Peace. He says the
euro crisis is “a deeper problem
than many realize.”



Key Points in the Article
In the summer of 2010, the European
Central Bank warned that the debt crisis
in Greece could result in further losses
for the region’s banks. Large govern-
ment debts in Portugal, Italy, Greece
and Spain (the PIGS) could harm the
eurozone economy and damage the
economic recovery in the United States.
The worst-case scenario would be a
country defaulting on its debts. This
would strain the European Central
Bank, and harm government-owned
banks in Germany and France and pri-
vate European banks that hold PIGS
debt. To forestall this scenario eurozone
finance ministers and the International
Monetary Fund approved a $925 billion
loan fund to help Greece and, poten-
tially, other eurozone countries. To
receive the money, the Greek govern-
ment had to come up with a package
of spending cuts and tax increases dur-
ing a recession. Greece may be tempted
to leave the euro system and go back
to a national currency, which can then
be devalued. Debts incurred when the
value of the currency was high can be
paid back in money that’s worth less. 

Analyzing the News
Eurozone countries gave up their 
national currencies in exchange for

the benefits of common currency—for
example, lower transactions costs and
exchange rate risk. They also agreed to
limit the size of their government
deficits to 3 percent of gross domestic
product and to reach other macroeco-
nomic goals. By 2010 it had become
clear that Greece and other countries
would not reach these goals. Banks that
lent these countries money demanded
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drastic cuts in government spending
and tax increases.

The fiscal crisis in Greece started a 
decline in the exchange rate of the

euro relative to the U.S. dollar. On
March 1st the euro exchange rate was
$1.36370. As investors grew con-
cerned that the crisis would spread to
other countries, the demand for the
euro decreased and the supply of euros
increased in foreign exchange markets.
Though the U.S. economy was experi-
encing a sluggish recovery from reces-
sion, the value of the euro decreased
relative to the dollar. By late August
2010 the exchange rate for the euro
fell to $1.27680. The graph below
summarizes changes in the market for
euros from March to August.

Many analysts questioned whether 
the benefits of remaining in the

eurozone were worth the cost. Another
option for Greece would be to abandon
the euro and go back to using its own

currency. Greece would lose the benefits
of using a common currency, but would
regain control of its monetary policy.
The dollar was a “safe haven” but only
because its economic problems were not
as severe as those of Greece and other
debt-heavy eurozone countries. Rising
deficits and slow growth could one day
force the U.S. government to make the
same types of painful choices that
Greece was forced to make.

THINKING CRITICALLY 
1. The graph on this page illustrates

changes in the market for euros
from March to August 2010. 
Draw a graph that shows how the
exchange rate of the dollar, in terms
of euros, changed for the same time
period.

2. The exchange rate of the euro fell
from March to August 2010. Does
this mean there was a devaluation of
the euro?

August 2010

March 2010
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CHAPTER SUMMARY AND PROBLEMS

KEY TERMS AND CONCEPTS
Balance-of-payments account,

p. 488
Bretton Woods system, p. 495
Capital controls, p. 487
Devaluation, p. 496
Euro, p. 500
European Central Bank (ECB),

p. 500
European Monetary Union, p. 500

Exchange rate regime, p. 491
Fixed exchange rate system, p. 491
Flexible exchange rate system,

p. 498
Foreign exchange market 

intervention, p. 482
Gold standard, p. 491
International Monetary Fund 

(IMF), p. 495

International reserves, p. 482
Managed float regime, p. 499
Pegging, p. 502
Revaluation, p. 496
Sterilized foreign exchange 

intervention, p. 484
Unsterilized foreign exchange 

intervention, p. 484

Foreign Exchange Intervention and the Monetary Base
Analyze how the Fed’s interventions in foreign exchange markets affect the 
U.S. monetary base.

SUMMARY
A foreign exchange intervention is a deliberate action
by a central bank to influence the exchange rate.
Foreign exchange market interventions alter a central
bank’s holdings of international reserves, which are
assets that are denominated in a foreign currency and
used in international transactions. The Fed can change
the foreign exchange value of the dollar by buying and
selling foreign assets and buying and selling dollars in
international currency markets. When a central bank
allows the monetary base to respond to the sale or
purchase of domestic currency in the foreign exchange
market, the transaction is called an unsterilized for-
eign exchange intervention. A foreign exchange inter-
vention that is accompanied by offsetting domestic
open market operations that leave the monetary base
unchanged is called a sterilized foreign exchange
intervention.

Review Questions

1.1 What is a foreign exchange market intervention?

1.2 What are international reserves? Give an exam-
ple of international reserves held by the Fed.

1.3 If the Fed sells $2 billion of foreign assets, what
happens to the Fed’s holdings of international
reserves and to the monetary base?

1.4 Does a purchase of foreign assets by the Fed
have a greater effect, the same effect, or a smaller

effect on the monetary base than an open mar-
ket purchase of government bonds by the Fed?
Briefly explain.

1.5 What is the difference between a sterilized for-
eign exchange intervention and an unsterilized
foreign exchange intervention?

Problems and Applications

1.6 Alan Meltzer, an economist at Carnegie Mellon
University, once argued: “I have yet to see a
study that shows that sterilized intervention, the
most common type of intervention used by the
Fed in the foreign exchange markets, has any
effect on the value of the dollar at all.”

a. What is a “sterilized intervention”?

b. How would the Fed carry out a sterilized
intervention in the foreign exchange market?

c. Why won’t a sterilized intervention have any
effect on the value of the dollar?

Source: Joel Kurtzman, “Fed vs. Treasury on Dollar’s
Value,” New York Times, March 28, 1990.

1.7 Use T-accounts to show the effect on the Fed’s
balance sheet of the Fed selling $5 billion in
Japanese government bonds, denominated in yen.
What happens to the Fed’s international reserves
and the monetary base? Is this a sterilized or an
unsterilized foreign exchange intervention?

16.1
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1.8 Use T-accounts to show the effect on the Fed’s
balance sheet of the Fed buying $2 billion in
German government bonds, denominated in
euros, and, at the same time, conducting an
open market sale of $2 billion of U.S. Treasury
securities. What happens to the monetary base?
Is this a sterilized or an unsterilized foreign
exchange intervention?

1.9 What effect does each of the following have on
the U.S. monetary base?

a. The Fed purchases $10 billion of foreign
assets.

b. The Fed sells $10 billion of foreign assets and
purchases $10 billion of Treasury securities.

c. The Fed conducts a sterilized foreign
exchange intervention.

d. The Fed sells $10 billion of foreign assets and
sells $10 billion of Treasury securities.

Foreign Exchange Interventions and the Exchange Rate
Analyze how the Fed’s interventions in foreign exchange markets affect the 
exchange rate.

SUMMARY
An unsterilized foreign exchange intervention in
which the central bank buys or sells foreign assets in
exchange for domestic currency leads to increases or
decreases in international reserves and in the mone-
tary base and a depreciation or an appreciation of the
domestic currency. A sterilized intervention does not
affect the exchange rate. Therefore, to be effective, cen-
tral bank interventions that are intended to affect the
exchange rate need to be unsterilized. Capital controls
are government-imposed restrictions on foreign
investors buying domestic assets or to domestic
investors buying foreign assets.

Review Questions

2.1 Why do central banks intervene in foreign
exchange markets?

2.2 How does an increase in U.S. interest rates
relative to European interest rates affect the
demand for U.S. dollars and the supply of U.S.
dollars?

2.3 To raise the foreign exchange rate, would a cen-
tral bank buy or sell foreign assets? What would
be the effect on the monetary base? What would
be the effect on domestic interest rates?

2.4 How does a sterilized central bank intervention
affect the demand curve and the supply curve
for a country’s currency?

2.5 What are capital controls, and why might a
country impose them? What are the disadvan-
tages of imposing capital controls?

Problems and Applications

2.6 On the foreign exchange market, who demands
dollars—U.S. investors or foreign investors?
Why does an increase in U.S. interest rates rela-
tive to Japanese interest rates increase the
demand for dollars? An investor who holds U.S.
currency doesn’t receive any interest, so why
does the demand for dollars rise when U.S.
interest rates rise?

2.7 Suppose the Bank of Japan sells $5 billion of
U.S. Treasury securities. Use a graph showing
the demand and supply of yen in exchange for
dollars to show the effect on the exchange rate
between the yen and the dollar. Briefly explain
what is happening in your graph. (Note that the
exchange rate will be dollars per yen.)

2.8 [Related to Solved Problem 16.2 on page 486]
In August 2010, an article in Bloomberg
Businessweek reported: “Facing a (Swiss) franc
surge that threatened to derail the economy, the
Swiss National Bank (SNB) has quadrupled its
foreign exchange holdings since March 2009 to
slow the currency’s advance and protect
exporters.” The Swiss National Bank had been
particularly concerned with the appreciation of
the franc against the euro, with the exchange
rate having risen from more than 1.5 francs to
the euro in November 2009 to 1.3 francs to the
euro in August 2010.

16.2
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a. How would slowing the Swiss franc’s
advance—that is, its appreciation—protect
exporters?

b. How would the quadrupling of the Swiss
National Bank’s foreign exchange holdings
affect the demand and supply for Swiss
francs and the exchange rate between the
franc and the euro? Use a graph to illustrate
your answer.

c. The article cited here went on to state: “The
new quandary for the central bank is when to
start raising borrowing costs. While keeping
the benchmark interest rate at the current
level of 0.25 percent for too long may spark
domestic inflation, increasing it may . . .

hurt exporters.” Why would increasing the
benchmark interest rate hurt Swiss
exporters?

Source: “Swiss Currency Fight Pays Off as SNB Adds
to Reserves,” Bloomberg Businessweek, August 4, 2010.

2.9 Can a foreign exchange intervention by the Fed
change the exchange rate if the Fed does not
change its target for the federal funds rate? If
the Fed wanted to carry out a foreign exchange
intervention while leaving the target for the
federal funds rate unchanged, what would 
the Federal Reserve System’s account manager
need to do to maintain the target federal 
funds rate?

The balance-of-payments account is a measure of all
flows of private and government funds between a
domestic economy and all foreign countries. In the
balance of payments, inflows of funds from foreigners
to the United States are receipts, which are recorded as
positive numbers, and outflows of funds are pay-
ments, which are recorded as negative numbers. The
payments and receipts of the balance-of-payments
account must equal zero, or

The current account summarizes transactions
between a country and its foreign trading partners for
purchases and sales of currently produced goods and
services. The financial account measures trade in
existing financial or real assets among countries.
Official reserve assets are assets held by central banks
that can be used to make international payments to
settle the balance of payments and to conduct interna-
tional monetary policy. The official settlements bal-
ance is often called the balance-of-payments surplus
or deficit. When a country has a balance-of-payments
surplus, it gains international reserves, and when it has
a balance-of-payments deficit, it loses international
reserves.

Financial account balance = 0.
Current account balance +

The Balance of Payments
Understand how the balance of payments is calculated.

Review Questions

3.1 What does the balance-of-payments account
measure?

3.2 Distinguish between the types of transactions
recorded in the current account and those
recorded in the financial account. If a country
runs a current account deficit, are its exports of
goods and services larger or smaller than its
imports of goods and services? Briefly explain.

3.3 Why must the current account balance plus the
financial account balance equal zero?

3.4 Briefly explain in what sense a country can run
a balance-of-payments surplus or a balance-of-
payments deficit.

3.5 Give an example of a capital inflow in the finan-
cial account, as well as an example of a capital
outflow.

3.6 What are official reserve assets? How do central
banks use official reserve assets?

Problems and Applications

3.7 If the U.S. current account deficit is $400 bil-
lion, and if the statistical discrepancy is zero,
what is the financial account balance? Does this

16.3
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financial account balance represent a net capital
outflow or a net capital inflow?

3.8 Suppose that a U.S. firm buys 10 Volkswagen
autos for $20,000 each, and the German company
uses the money to buy a $200,000 U.S. Treasury
bond at a Treasury auction. How are these two
transactions recorded in the balance-of-pay-
ments accounts for the United States?

3.9 Suppose that the U.S. government sells old war-
ships worth $300 million to Japan, and Japan’s
government pays for them with its official hold-
ings of dollar assets. How is this transaction

recorded in the U.S. balance-of-payment
accounts?

3.10 What important differences are there between
the ways in which a U.S. balance-of-payments
deficit can be financed and the ways in which
other countries must finance their balance-of-
payments deficits?

3.11 If a country imposes capital controls that result
in its financial account balance being zero,
would it be possible for the country to run a
current account deficit? Briefly explain.

Exchange Rate Regimes and the International Financial System
Discuss the evolution of exchange rate regimes.

SUMMARY
An exchange rate regime is a system of adjusting
exchange rates and flows of goods and capital among
countries. In the past, most exchange rate regimes
were fixed exchange rate systems in which exchange
rates were set at levels that were determined and
maintained by governments. Under a gold standard,
currencies of participating countries are convertible
into an agreed-upon amount of gold. The gold stan-
dard spread widely between 1870 and 1914, but it col-
lapsed during the Great Depression of the 1930s. The
Bretton Woods system of fixed exchange rates lasted
from 1945 to 1971. The Bretton Woods system estab-
lished the International Monetary Fund (IMF) to
oversee the system and to serve as a lender of last
resort to countries experiencing balance–of-payments
difficulties. Although the Bretton Woods system
allowed countries to devalue or revalue their
exchange rates, adjustments were infrequent, and a
speculative attack against West Germany’s undervalued
exchange rate in 1971 led to the demise of the system.
Since the end of the Bretton Woods system, the United
States has officially followed a flexible exchange rate
system. The Fed and other central banks occasionally
intervene in foreign exchange markets, so the present
international financial system can be described as a
managed float regime. In 1992, the European
Community countries drafted plans for the European
Monetary Union, including a common central bank,

the European Central Bank (ECB), and common
currency, the euro. During the financial crisis of
2007–2009, the common currency came under stress.
Another way to maintain a fixed exchange rate is
through pegging, in which a country keeps its
exchange rate fixed against another country’s currency.
China’s peg against the dollar has been controversial.

Review Questions

4.1 Briefly explain how the gold standard operated.
What were the key differences between the gold
standard and the Bretton Woods system?

4.2 Briefly answer each of the following questions
about the gold standard:

a. Was it a fixed exchange rate system or a flexi-
ble exchange rate system?

b. Were countries able to pursue active mone-
tary policies?

c. Did countries that ran trade deficits experi-
ence gold inflows or gold outflows?

d. How would a gold inflow affect a country’s
monetary base and its inflation rate?

e. During the Great Depression, how did the
gold standard hinder economic recovery?

4.3 Under the Bretton Woods system, what were
devaluations and revaluations? What is the dif-
ference between a devaluation and a deprecia-
tion? Why were countries hesitant to pursue a

16.4
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devaluation? Why were they even more hesitant
to pursue a revaluation?

4.4 What is a speculative attack on a country’s cur-
rency? Why may a central bank be unable to
maintain an overvalued currency, as, for
instance, the Bank of England was unable to
maintain the overvalued pound in 1967? Why
may a central bank be unwilling to maintain an
undervalued currency, as, for instance, the
Bundesbank was unwilling to maintain the
undervalued deutshe mark in 1971?

4.5 How do fixed exchange rates constrain infla-
tionary monetary policy?

4.6 What is the European Monetary Union (EMU)?
How do the countries of the EMU benefit from
using a single currency? In what ways can using
a single currency be a problem?

4.7 What is pegging? What advantages does pegging
offer, and what problems can it run into? What
is the controversy over China’s pegging the
value of the yuan?

Problems and Applications

4.8 Under a gold standard, is inflation possible?
Consider both the case for an individual
country and the case for the world as a 
whole.

4.9 [Related to the Making the Connection on
page 494] In discussing the situation of coun-
tries leaving the gold standard, or “unilaterally
devaluing” during the 1930s, Barry Eichengreen
of the University of California at Berkeley and
Jeffrey Sachs of Columbia University argued:
“In all cases of unilateral devaluation, currency
depreciation increases output and employment
in the devaluing country.” Explain how leaving
the gold standard in the 1930s would lead to an
increase in a country’s output and employment.

Source: Barry Eichengreen and Jeffrey Sachs,
“Exchange Rates and Economics Recovery,” Journal 
of Economic History, Vol. 45, No. 4, December 1985,
p. 934.

4.10 Evaluate the following argument: “The United
States did not really leave the gold standard in
1933. Under the Bretton Woods system, the
United States stood ready to redeem U.S.

currency for gold at a fixed price, and that is the
basic requirement of the gold standard.”

4.11 Why has support for a system of fixed exchange
rates tended to be higher in Europe than in the
United States?

4.12 [Related to the Chapter Opener on page 481]
An article in the Economist magazine in mid-
2010 observed:

[The] debate about how to save Europe’s sin-
gle currency from disintegration is stuck. It is
stuck because the euro zone’s dominant pow-
ers, France and Germany, agree on the need
for greater harmonisation within the euro
zone, but disagree about what to harmonise.

What is “harmonization”? What does it have to
do with whether the euro will survive?

Source: “Staring Into the Abyss,” Economist, July 8,
2010.

4.13 [Related to the Making the Connection on
page 503] An article in the New York Times in
1997 reported:

The Government [of South Korea] today
moved toward seeking a huge bailout from
the International Monetary Fund. . . . The
bailout figure of $60 billion reported by the
state radio would be approximately triple the
amount of I.M.F. aid extended to Indonesia
last month and nearly four times the size of
the rescue package the fund extended to
Thailand in August.

a. What is the IMF? What does it mean to say
that the IMF is “bailing out” a country?

b. Why would the IMF have been bailing out
South Korea, Indonesia, and Thailand in
1997? What was the purpose of the bailouts?

Source: Nicholas Kristof, “South Korea Moves Closer
to Requesting I.M.F. Aid,” New York Times, November
21, 1997.

4.14 In early 2010, arguing that the Chinese yuan was
overvalued versus the U.S. dollar, President
Barack Obama said he wanted “to make sure our
goods are not artificially inflated in price and
their goods are not artificially deflated in price;
that puts us at a huge competitive disadvantage.”

www.myeconlab.com
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a. What does the value of the yuan have to do
with U.S. goods being “artificially inflated in
price” or Chinese goods being “artificially
deflated in price”?

b. Why would this “inflation” and “deflation” in
prices put U.S. goods at a competitive disad-
vantage?

Source: Edward Wong and Mark Landler, “China
Rejects U.S. Complaints on Its Currency,” New York
Times, February 4, 2010.

DATA EXERCISES

D16.1: China’s exchange rate policy will be controver-
sial as long as the Chinese yuan (also referred
to as the renminbi—renminbi is the currency,
and yuan is the principal unit) is significantly
undervalued. As we go to press in September
2010, the exchange rate is 6.8077 yuan per
dollar. Go to www.bloomberg.com, scroll
down to the red area at the bottom of the
page, go to the “Market Data” column, and
select “Currencies.” Using the Currency
Converter, select the U.S. Dollar (USD) in the
“from” row and select China Renminbi (CNY)
in the “to” row. Since September 2010, how

has the exchange rate between the yuan and
the dollar changed?

D16.2: Go to the St. Louis Fed Economic Data site
(http://research.stlouisfed.org/fred2/) and
report what has happened to the U.S. current
account balance over the past five years and
over the past year. Select “U.S. Trade &
International Transactions” and then 
“Trade Balance.” Under the column of
“Series ID,” find both the annual data from
BOPBCAA and the quarterly data from 
BOPBCA.

www.bloomberg.com
http://research.stlouisfed.org/fred2/
www.myeconlab.com
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Aggregate Supply Model

LEARNING OBJECTIVES
After studying this chapter, you should be able to:

17.1 Explain how the aggregate demand curve 
is derived (pages 516–519)

17.2 Explain how the aggregate supply curve 
is derived (pages 520–525)

17.3 Demonstrate macroeconomic equilibrium
using the aggregate demand and aggregate
supply model (pages 526–530)

17.4 Use the aggregate demand and aggregate
supply model to show the effects of
monetary policy (pages 530–536)

IS THE UNITED STATES FACING A “NEW NORMAL” OF HIGHER UNEMPLOYMENT?

The National Bureau of Economic Research’s (NBER)
dating of business cycles is widely accepted. According
to the NBER, what has come to be called “The Great
Recession” began in December 2007 and ended in July
2009. Yet, the unemployment rate actually increased
after the end of the recession: The unemployment 

rate was already a very high 9.4% in July 2009, but had
risen to 9.6% by October 2010. A broader measure of
the unemployment rate counts as unemployed some
people who have become discouraged and stopped
looking for work and people who are working part 
time because they can’t find full-time jobs. This measure

514

Key Issue and Question

At the end of Chapter 1, we noted that the financial crisis of 2007–2009 raised a series of important
questions about the financial system. In answering these questions, we will discuss essential aspects
of the financial system. Here are the key issue and key question for this chapter:

Issue: During the recovery from the financial crisis, the unemployment rate remained stubbornly
high.

Question: What explains the high unemployment rates during the economic expansion that began 
in 2009?

Answered on page 537

Continued on next page



in this case, it would take years for spending on 
residential construction to again reach its 2005 level.
As a result, many people who had worked in this sector
would need to find jobs elsewhere. Doing so might re-
quire workers to learn new skills or to move to other
parts of the country. The situation was similar for peo-
ple who worked in industries that depend on construc-
tion, such as mortgage lending, real estate appraisals,
and manufacturing of furniture, appliances, and con-
struction equipment.

A similar decline in output and employment had
taken place in the U.S. automobile industry as produc-
tion in 2010 was nearly 30% below its 2005 peak.
General Motors and Chrysler had gone through bank-
ruptcy and had closed dozens of plants, as had their
suppliers. Many jobs lost in the automobile industry
also might never return. One difficulty the economy
had in making the needed structural adjustments came
from the problems some families had in moving.
Because housing prices had declined by 20% or more
in many parts of the country, some people found that
they owed more on their mortgages than their houses
were worth, which made selling their houses and
moving difficult.

Narayana Kocherlakota, president of the Federal
Reserve Bank of Minneapolis, argued that in 2010, the
U.S. labor market was in the unusual situation of suf-
fering from high rates of unemployment in some in-
dustries while at the same time having large numbers
of job openings in other industries, particularly jobs
in manufacturing, oil exploration, and other indus-
tries that required more skilled workers than were
available. In other words, Kocherlakota argued that
there was an unusually large mismatch between work-
ers’ skills and the available jobs. Without this unusual
mismatch, Kocherlakota calculated that the unem-
ployment rate in August 2010 would have been 6.5%
rather than 9.6%. The process of adjusting to struc-
tural changes in the economy would likely take con-
siderable time.

In 2010, as the Federal Reserve contemplated
monetary policy, it was grappling with an unusually
complicated set of problems.

Read AN INSIDE LOOK AT POLICY on page 538 for
a discussion of Fed’s forecasts of future unemployment.
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of the unemployment rate stood at 17% in October
2010, which was only slightly lower than it had been 
a year earlier. And the unemployed were staying
unemployed for longer periods as well. In October
2010, 42% of the unemployed had been out of work
for at least six months, compared with 36% a year ear-
lier and only 17.5% in April 2007. Almost 1.5 million
people had been out of work for more than 99 weeks,
which meant they were no longer receiving unemploy-
ment insurance benefits from the government.

Forecasts indicated that economic growth would
not be fast enough to bring these high unemployment
rates down any time soon. The Federal Reserve fore-
cast that the unemployment rate would still be around
8.5% at the end of 2011 and might not return to the
full-employment rate of 5.0% to 5.5% until 2013 or
later. The forecasts of White House economists were
even more pessimistic, with the unemployment rate
projected to be at 6.8% at the end of 2013—four 
and a half years after the recession ended. Some
economists believed that even these gloomy forecasts
might be optimistic. These economists had begun
speaking of the “new normal,” in which unemploy-
ment rates might be stuck at higher levels for 
many years.

Why was the unemployment rate returning more
slowly to full employment than during economic ex-
pansions prior to 2007? Some economists pointed to
structural changes in the economy. During 2004 and
2005, residential construction averaged more than 6%
of GDP. By the first half of 2010, residential construc-
tion was only about 2.5% of GDP. That decline may
sound small, but it amounted to reduced spending on
new houses of over $450 billion. Not surprisingly, em-
ployment in the construction industry declined by
more than two million jobs from its peak in the spring
of 2006 to September  2010. Almost one-quarter of all
jobs lost during the recession were in construction.
Residential construction was particularly hard hit, with
the number of jobs declining by a devastating 44%.
Residential and commercial construction typically de-
cline during recessions as incomes and profits fall and
families become more cautious about investing in new
homes and firms reduce spending on factories and 
office buildings. But some economists believed that 

Sources: U.S. Bureau of Labor Statistics, Employment Situation Summary, August 2010, September 3, 2010; Board of Governors of the Federal
Reserve System, Monetary Policy Report to the Congress, July 21, 2010; U.S. Bureau of Economic Analysis; Narayana Kocherlakota, “Back Inside
the FOMC,” speech delivered in Missoula, Montana, September 8, 2010; and Nelson D. Schwartz, “Jobless and Staying That Way,” New York
Times, August 7, 2010.
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To this point, we have not looked directly at how changes in monetary policy affect real
GDP and the price level. In this chapter and the next, we explore monetary theory, which
involves using macroeconomic models to explore the relationship between changes in
the money supply and interest rates and changes in real GDP and the price level. We
begin in this chapter with the aggregate demand and aggregate supply (AD–AS) model.

The Aggregate Demand Curve
We start by looking at the relationship between the demand for goods and services and the
price level. Economists analyze the demand for goods and services by households, firms,
and the government in terms of aggregate expenditure. Aggregate expenditure on the econ-
omy’s output of goods and services equals the sum of (1) spending by households on
goods and services for consumption, C; (2) planned spending by firms on capital goods,
such as factories, office buildings, and machine tools, and by households on new homes,
I; (3) local, state, and federal government purchases of goods and services (not including
transfer payments—such as Social Security payments—to individuals), G; and (4) net ex-
ports, which is spending by foreign firms and households on goods and services produced
in the United States minus spending by U.S. firms and households on goods and services
produced in other countries, NX. So, we can write that aggregate expenditure, AE, is

We can use the concept of aggregate expenditure to develop the aggregate demand
(AD) curve, which shows the relationship between aggregate expenditure on goods and
services by households, firms, and the government and the price level. In Figure 17.1, we
show the aggregate demand curve using a graph with the price level, P, on the vertical axis,
and aggregate output, Y, on the horizontal axis. In the following section, we derive the ag-
gregate demand curve by analyzing the effect of a change in the price level on the com-
ponents of aggregate expenditure.

The Market for Money and the Aggregate Demand Curve
The shape and position of the AD curve are important in determining the equilibrium
values of output and the price level.

The AD curve is downward sloping because, if nothing else changes, an increase
in the price level reduces aggregate expenditure on goods and services. We can un-
derstand why an increase in the price level has this effect by looking briefly at the

AE = C + I + G + NX.

17.1

Learning Objective
Explain how the
aggregate demand
curve is derived.

Aggregate demand (AD)
curve A curve that shows
the relationship between
aggregate expenditure on
goods and services and the
price level.

Aggregate output, Y

AD
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PFigure 17.1

The Aggregate 
Demand Curve
The aggregate demand, AD,
curve shows the relationship be-
tween the price level and the level
of aggregate expenditure.•
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market for money.1 The market for money involves the interaction between the demand
for M1—currency plus checkable deposits—by households and firms and the supply of
M1, as determined by the Federal Reserve. The analysis of the market for money is some-
times referred to as the liquidity preference theory, a term coined by the British econo-
mist John Maynard Keynes.

The quantity of M1 that households and firms demand depends on the price level.
One hundred years ago, when the price level was much lower, households and firms
needed fewer dollars to conduct their buying and selling. As the price level increases,
households and firms require a larger quantity of dollars. Economists capture this idea
by assuming that households and firms demand, and the Federal Reserve supplies, real
money balances, or M/P, where M is a monetary aggregate, such as M1, and P is a meas-
ure of the price level, such as the consumer price index or the GDP price deflator.

Panel (a) of Figure 17.2 illustrates the market for money, using a graph with the short-
term nominal interest rate, such as the interest rate on Treasury bills, on the vertical axis
and the quantity of real money balances on the horizontal axis. The figure shows the de-
mand for real money balances by households and firms as being downward sloping. We
assume that the primary reason households and firms demand money is for what econ-
omists call the transactions motive—to hold money as a medium of exchange to facilitate
buying and selling. However, households and firms face a trade-off between the conven-
ience of holding money and the low—or zero—interest rate they receive on money. The
higher the interest rate on short-term assets such as Treasury bills, the more households
and firms give up when they hold large money balances. So, the short-term nominal in-
terest rate is the opportunity cost of holding money. The higher the interest rate, the smaller
the quantity of real balances households and firms want to hold. The lower the interest

1Confusion alert: When economists refer to the “money market,” they usually are referring to the market
for bonds that mature in one year or less, such as Treasury bills. Sometimes economists also refer to the
analysis of money demand and money supply as the “money market.” To reduce the chance for confusion,
we are using the phrase “market for money.”

Real money balances
The value of money held
by households and firms,
adjusted for changes in the
price level; M/P.

Figure 17.2 The Market for Money

In panel (a), the demand for real balances is downward sloping because higher
short-term interest rates increase the opportunity cost of holding money. The
supply of real balances is a vertical line because we assume for simplicity that the

Fed can control perfectly the level of M1. In panel (b), we show that an increase in
the price level causes the supply curve for real balances to shift from to (M>P)S

1

, thereby increasing the equilibrium interest rate from i1 to i2.•(M>P)2
S
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rate, the larger the quantity of real balances households and firms want to hold. Therefore,
the demand for real balances is downward sloping. We show the supply of real balances as
a vertical line because we assume that the Fed can perfectly control the level of M1. We
know from our discussion in Chapter 14 that the behavior of banks and the public also af-
fect the level of M1, but our simplification here does not significantly affect the analysis.

In panel (b) of Figure 17.2, we show the effect of an increase in the price level on the
market for money, assuming that the nominal money supply—the dollar value of cur-
rency plus checkable deposits—is held constant. The increase in the price level reduces
the supply of real balances, shifting the supply curve to the left from to 
After the supply curve has shifted, at the original equilibrium interest rate, the quan-
tity of real balances demanded will be greater than the quantity supplied. Households
and firms will attempt to restore their desired holdings of real balances by selling short-
term assets, such as Treasury bills. This increased supply of Treasury bills will drive down
their prices and increase interest rates on those bills. A rising short-term interest rate will
cause households and firms to move up the demand curve for real balances until equi-
librium is restored at interest rate We can conclude that an increase in the price level,
holding all other things constant, will result in an increase in the interest rate.

Increasing interest rates makes firms less willing to invest in plant and equipment,
and give consumers an incentive to save rather than to spend. If we include this behav-
ior in our expression for AE, then C and I fall, and AE declines as P increases. There is
also a change in net exports because of the effect of rising interest rates on the exchange
rate. A higher domestic interest rate makes returns on domestic financial assets more at-
tractive relative to those on foreign assets, which increases the demand for the domes-
tic currency. The increased demand for the domestic currency raises the exchange rate,
which increases imports and reduces exports, thereby reducing NX and AE.

Conversely, a decrease in the price level increases real money balances, leading to a
drop in the interest rate in the market for money. The lower interest rate reduces saving
(thereby increasing consumption) and raises investment and net exports, so the level of
aggregate expenditure rises.

We can see from Figure 17.1 that the AD curve slopes down and to the right, which
gives it a slope like the demand curve for an individual good. But we know from our
analysis that the reason for the AD curve’s slope is quite different from that of a demand
curve for an individual good. Points along the aggregate demand curve represent equi-
librium combinations of the price level and total output. Which equilibrium point will
actually prevail in the economy depends on the supply of output, as we will see later.

Shifts of the Aggregate Demand Curve
The placement of the AD curve on the graph is crucial to understanding the effects of
policy measures. Shifts of the aggregate demand curve occur when aggregate expendi-
ture on the economy’s total output increases or decreases at a particular price level. A
shift of the aggregate demand curve to the right is expansionary because each price level
is associated with a higher level of aggregate expenditure. A shift of the aggregate de-
mand curve to the left is contractionary because each price level is associated with a
lower level of aggregate expenditure.

We now review the key factors that cause the aggregate demand curve to shift. If the Fed
increases the nominal money supply and, at least initially, the price level does not increase
as much, real money balances rise. The interest rate then falls in the market for money, caus-
ing consumption, C, investment, I, and net exports, NX, all to increase. As a result, aggre-
gate expenditure increases, shifting the aggregate demand curve to the right. Conversely, if
the Fed reduces the nominal money supply, real money balances fall in the short run. As a
result, the equilibrium interest rate rises and consumption, investment, and net exports all
decline. Aggregate expenditure falls, shifting the aggregate demand curve to the left.

i2.

i1,
(M>P)S

2.(M>P)S
1
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Aggregate demand will also shift to the right if consumers decrease their saving and
increase their consumption spending, C. A decline in saving might occur if consumers
expect an increase in their future incomes. Many economists believe that increases in
current income from tax cuts increase consumption. Firms increase planned invest-
ment, I, if they expect the future profitability of capital to rise or business taxes to fall.
An increase in government purchases, G, directly adds to aggregate expenditure. An in-
crease in foreign demand for U.S.-produced goods raises net exports, NX. Each change
in C, I, G, or NX increases aggregate expenditure and shifts the AD curve to the right.

A decline in planned consumption or investment, in government purchases, or in net
exports shifts the AD curve to the left. A decline in consumption reflects a decrease in ex-
pected future income or, possibly, less confidence about future economic conditions. Dur-
ing the 2007–2009 recession and its aftermath, households increased their saving and
reduced their consumption, thereby reducing aggregate expenditure. Firms reduce
planned investment if they expect the future profitability of capital to decline or business
taxes to rise. There is also evidence that an increase in the level of uncertainty in the econ-
omy can lead firms to postpone, or cancel, investment projects. A drop in government
purchases directly reduces aggregate expenditure, as does a decline in foreign demand for
U.S.-produced goods. Table 17.1 summarizes factors that shift the aggregate demand curve.

An Increase in . . . shifts the AD Curve . . . because . . .

the nominal money supply P

AD1

Y

AD2

real money balances rise, and
the interest rate falls.

expected future income P

AD1

Y

AD2

consumption rises.

government purchases P

AD1

Y

AD2

aggregate demand increases
directly.

the expected future 
profitability of capital

P

AD1

Y

AD2

investment rises.

business taxes P

AD2

Y

AD1

investment declines.

Table 17.1 Determinants of Shifts in the Aggregate Demand Curve
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The Aggregate Supply Curve
The second component of the AD–AS model is aggregate supply, the total quantity of
output, or real GDP, that firms are willing to supply at a given price level. Our initial goal
is to construct a short-run aggregate supply (SRAS) curve, which shows the relation-
ship between the price level and the quantity of aggregate output, or real GDP, that firms
are willing to supply in the short run.

We are interested in the slope and position of the short-run aggregate supply curve,
but our analysis is not as straightforward as it was for aggregate demand. Firms differ
in their reaction to changes in the price level in the short run and the long run. There-
fore, we divide our analysis of aggregate supply according to the time horizon that firms
face. We start by examining the short-run aggregate supply curve and then turn to the
long-run aggregate supply curve. In addition, economists are not in complete agree-
ment about the behavior of firms, particularly in the short run. Most economists believe
that the aggregate quantity of output that is supplied in the short run increases as the
price level rises. And most economists also believe that, in the long run, changes in the
price level have no effect on the aggregate quantity of output supplied. But economists
attribute these patterns to different causes.

Although the short-run aggregate supply curve may look like the supply curve fac-
ing an individual firm, it represents different behavior. The quantity of output that an
individual firm is willing to supply depends on the price of its output relative to the
prices of other goods and services. In contrast, the short-run aggregate supply curve re-
lates the aggregate quantity of output supplied to the price level. We can briefly review
different explanations for this relationship.

The Short-Run Aggregate Supply (SRAS) Curve
One explanation of why the SRAS curve is upward sloping is called the new classical
view and was first proposed by Nobel laureate Robert E. Lucas, Jr., of the University of
Chicago. This approach is also sometimes called the misperception theory because it em-
phasizes the difficulty firms have in distinguishing between relative increases in the
prices of their products from general increases in the price level. For example, suppose
that you are a toy manufacturer and you see the price of toys increasing by 15%. If the
price of toys has increased relative to other prices, then you can conclude that the de-
mand for toys has risen and you should increase production. But if all prices in the econ-
omy are 15% higher, the relative price of toys is unchanged, and you are unlikely to
increase your profits by producing more toys.

Of course, you are only one producer of many. Generalizing to include all produc-
ers in the economy, we discover why the misperception theory suggests a relationship be-
tween the quantity of aggregate output supplied and the price level. Suppose that all
prices in the economy rise by 15% but that relative prices don’t change. If individual
producers fail to recognize the situation, aggregate output increases. This change in out-
put occurs because producers think that some of the increase in prices represents in-
creases in their products’ relative prices, and they increase the quantity of their products
supplied. According to the new classical view, suppliers that have perfect information
about price changes would react by raising the quantity of toys supplied when prices of
toys increased only if that increase differed from the expected increase in the general
price level in the economy. If all producers expect the price level to increase by 10%,
and you see the price of toys increase by only 5%, you will reduce your toy production.
If the price level actually increases by only 5%, producers (having expected a 10% in-
crease in the price level) will collectively cut production.

From this characterization of firm behavior, we can write an equation for aggregate
output supplied in the short run. The new classical view suggests a positive relationship

Aggregate supply The
total quantity of output, or
GDP, that firms are willing
to supply at a given price
level.

Short-run aggregate
supply (SRAS) curve A
curve that shows the rela-
tionship in the short run
between the price level and
the quantity of aggregate
output, or real GDP, sup-
plied by firms.

17.2

Learning Objective
Explain how the
aggregate supply curve
is derived.
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between the aggregate supply of goods and the difference between the actual and
expected price level. If P is the actual price level and Pe is the expected price level, the
relationship between aggregate output and the price level, according to the new classi-
cal view, is

where:
Y = real aggregate output, or real GDP;
YP = potential GDP, or the level of real output produced when the economy is at full

employment (YP is also sometimes referred to as full-employment GDP)
a = a positive number that indicates by how much output responds when the actual

price level is different from the expected price level

The equation states that output supplied, Y, equals potential GDP, YP, when the ac-
tual price level and the expected price level are equal. When the actual price level is greater
than the expected price level, firms increase output. When the actual price level 
is less than the expected price level, firms decrease output. As a result, output can be higher
or lower than the full employment level in the short run—until firms can distinguish
changes in relative prices from changes in the general price level. So, in the short run, for
a particular expected price level, an increase in the actual price level raises the aggregate
quantity of output supplied. Therefore, the SRAS curve is upward sloping.

An alternative explanation for why the SRAS curve is upward sloping comes from the
argument of John Maynard Keynes and his followers that prices adjust slowly in the short
run in response to changes in aggregate demand. That is, prices are sticky in the short run.
In the most extreme view of price stickiness, we would observe a horizontal SRAS curve be-
cause prices would not adjust at all to increases or decreases in aggregate demand. Rather,
firms would adjust their production levels to meet the new level of demand without chang-
ing their prices. Contemporary economists who follow Keynes’s view of price stickiness
have sought reasons for the failure of prices to adjust in the short run. Economists who
embrace the new Keynesian view use characteristics of many real-world markets—rigidity
of long-term contracts and imperfect competition—to explain price behavior.

One form of rigidity arises from long-term nominal contracts for wages (between
firms and workers) or prices for intermediate goods (between firms and their suppliers).
Under a long-term nominal contract, a wage rate or price is set in advance in nominal
terms for months or years. When contracts of this type exist, firms are not able to change
prices easily in response to changes in demand because their costs of production are
fixed. Although many such long-term arrangements exist in the economy, not all con-
tracts come up for renewal during a particular period because they are overlapping or
staggered. So, only some wages and prices can be adjusted in the current period. In the
long run, firms and workers will adjust contracts in response to changes in demand,
but they can’t adjust all contracts immediately.

New Keynesians also attribute price stickiness to differences in market structure
and the price-setting decisions that take place in different types of markets. In markets
for wheat or Treasury bills, the product is standardized, many traders interact, and prices
adjust freely and quickly to shifts in demand and supply. In such competitive markets,
the purchases and sales of individual traders are small relative to the total market
volume. For example, a few wheat farmers can’t raise their prices above those of other
wheat farmers because no one would buy their wheat. However, many markets in the
economy—such as the markets for high-fashion clothing, art, and medical care—don’t
resemble the continuously adjusting price-taking markets for wheat or Treasury bills
because their products are not standardized. When products have individual character-
istics and there are only a few sellers of each product, monopolistic competition results.

Y = YP + a(P - Pe),
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A seller who raises prices might see quantity demanded fall, but not to zero. In mono-
polistically competitive markets, sellers do not take prices as a given because they are
price setters. New Keynesian economists argue that prices will adjust only gradually in
monopolistically competitive markets when there are costs to changing prices. The costs
of changing prices—sometimes called menu costs—include informing current and po-
tential customers and remarking prices in catalogues and on store shelves. These costs
may not seem that large, so why then do new Keynesians think these costs are important?

Think again about a perfectly competitive market: When a seller of goods or assets
traded on exchanges—such as wheat or common stock—charges a price that is slightly
higher than other sellers charge, that seller will sell nothing at all. However, a monopo-
listically competitive firm (such as a clothing boutique) won’t lose many of its customers
if its prices are slightly higher than the market price. If potential profits are small relative
to the cost of changing prices, the firm won’t change its price.

Rather than adjusting prices continually in the short run, a monopolistically com-
petitive firm is likely to meet fluctuations in demand by selling more or less at the posted
price. This is a reasonable strategy for a monopolistically competitive firm because the
product price is higher than the marginal cost—that is, the cost of producing an extra
unit. So, the firm is happy to sell extra output when demand increases. As a result of re-
sponding to the level of demand without adjusting prices, the firm’s output will rise and
fall, depending on aggregate demand.

When firms have sticky prices, an increase in the price level will tend to increase
these firms’ profits in the short run and so will lead them to increase output. The short-
run aggregate supply curve that is implied by the new Keynesian view is upward sloping:
An increase in current output leads to an increase in the price level in the short run.
The larger the proportion of firms in the economy with sticky prices, the flatter the
SRAS curve will be. On the one hand, if all firms had sticky prices in the short run,
the SRAS curve would be horizontal. On the other hand, if all firms had perfectly flex-
ible prices in the short run, the SRAS curve would be vertical.

The Long-Run Aggregate Supply (LRAS) Curve
The SRAS curve is upward sloping in both the new classical and new Keynesian explana-
tions of aggregate supply, but this relationship doesn’t hold in the long run. In the new clas-
sical view, firms eventually can distinguish changes in the relative prices of their products
from changes in the price level. At that point, the actual and expected price levels are
equal—that is, P = Pe. The new classical equation on page 521 that shows the determina-
tion of current output, Y, indicates that when the actual price level equals the expected
price level, current output equals potential GDP, YP. Therefore, the long-run aggregate
supply (LRAS) curve is vertical at YP. In the new Keynesian view, in the short run many
input costs are fixed, so firms can expand output without experiencing an increase in input
cost that is proportional to the increase in the prices of their products. Over time, though,
input costs increase in line with the price level, so both firms with flexible prices and firms
with sticky prices adjust their prices in response to a change in demand in the long run.
As with the new classical view, the LRAS curve is vertical at potential GDP, or Y = YP.

Figure 17.3 summarizes the short-run and long-run aggregate supply relationships
between the price level and aggregate output.

Shifts in the Short-Run Aggregate Supply Curve
Shifts in aggregate supply can explain changes in output in the short run. There are
three main factors that cause the short-run aggregate supply curve to shift:

1. Changes in labor costs. Labor typically accounts for most of the costs of producing
output. When output, Y, exceeds potential GDP, YP, the high volume of output 

Long-run aggregate
supply (LRAS) curve
A curve that shows the
relationship in the long run
between the price level and
the quantity of aggregate
output, or real GDP, sup-
plied by firms.
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produced raises the demand for labor. The higher labor demand, in turn, bids up
wages, increasing firms’ labor costs. As a result, the short-run aggregate supply curve
will eventually shift to the left because at any given price level firms will supply less out-
put when their costs are higher. In the case when output falls below potential GDP,
firms begin to lay off workers, and workers’ wages decline. The resulting drop in pro-
duction costs eventually shifts the short-run aggregate supply curve to the right.

2. Changes in other input costs. Unexpected shifts in the price or availability of raw
materials or in production technologies affect production costs and the short-run
aggregate supply curve. Such changes are called supply shocks. Supply shocks in-
clude unexpected changes in technology, weather, or the prices of oil and other raw
materials. Positive supply shocks, such as the development of labor-saving tech-
nologies or lower food prices due to good growing seasons, shift the short-run
aggregate supply curve to the right. Negative supply shocks, such as an increase in
the price of oil, shift the short-run aggregate supply curve to the left.

3. Changes in the expected price level. When workers bargain for wages, they compare
their wages to the costs of goods and services that they buy. When workers expect
the price level to rise, they will demand higher nominal wages to preserve their real
wages. Similarly, firms make decisions about how much output to supply by com-
paring the price of their output to the expected prices of other goods and services.
When the expected price level rises, firms raise prices to cover higher labor and
other costs. An increase in the expected price level shifts the short-run aggregate
supply curve to the left. A decline in the expected price level shifts the short-run
aggregate supply curve to the right. This shift occurs because firms reduce prices as
nominal wages and other costs fall, thereby supplying more output at every given
price level.
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The Short-Run and
Long-Run Aggregate
Supply Curves
The SRAS curve is upward 
sloping: When the price level P
exceeds the expected price level
Pe, the quantity of output sup-
plied rises. In the long run, the 
actual and expected price levels
are the same. Therefore, the 
LRAS curve is vertical at potential
GDP, YP.•

Making the Connection

Shock Therapy and Aggregate Supply in Poland
The close of 1992 brought holiday cheer to the beleaguered Polish economy after three
years of shock therapy prescribed by Western economic advisers. Like other former Com-
munist countries in Eastern Europe, Poland had tried to transform its centrally planned
economy and remove price controls by pursuing radical economic reforms—but much

Supply shock An unex-
pected change in produc-
tion costs or in technology
that causes the short-run
aggregate supply curve to
shift.
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Shifts in the Long-Run Aggregate Supply (LRAS) Curve
The long-run aggregate supply, LRAS, curve indicates the potential level of real output, or
GDP, in the economy at a specific time. The LRAS curve shifts over time to reflect growth
in the potential level of output. Sources of this economic growth include (1) increases in
capital and labor inputs and (2) increases in productivity growth (output produced per
unit of input).

Increases in inputs raise the economy’s productive capacity. When firms invest in
new plant and equipment—over and above just replacing old plant and equipment—
they increase the capital stock available for production. Labor inputs increase when the
population grows or more people participate in the labor force. Studies of output growth
in the United States and other countries show that over long periods of time, the pace
of output growth also is influenced significantly by productivity growth. Again, pro-
ductivity growth occurs when firms can produce more output per unit of input, as, for
instance, when better computers or more highly trained workers allow a firm to increase
its output.

The principal sources of change in productivity growth are technological advances,
worker training and education, government regulation of production, and changes in

more rapidly than most of the other countries. Lifting price controls—which had kept
the price level constant—increased the expected price level, shifting the SRAS curve to the
left. Because reductions in the growth rate of the nominal money supply and elimination
of many subsidies also caused the AD curve to shift to the left, the shift in the SRAS curve
led to a severe decline in output in the short run. Factory output dropped by nearly 40%
in 1990 and 1991 from the levels produced during the Communist regime which had
collapsed in 1989.

The immediate result of the shock therapy was a rise in the price level because of
the shift in the SRAS curve, as well as a decline in output. By 1992, falling aggregate out-
put in Poland placed downward pressure on inflation. Polish policymakers were more
interested in long-run prospects for economic growth than in the short-run changes in
output. Long periods of price controls and government control of production had re-
duced the efficiency with which the Polish economy produced and distributed goods
and services. So, the big question was whether the reforms would improve the outlook
for long-run aggregate supply.

While experts maintained that the end of price controls and government allocation
would lead to more efficient and competitive firms, it was clear that many individuals
would be worse off in the short run. The gamble in Poland was that these short-term
costs would be rewarded handsomely in long-term gains in production and consump-
tion possibilities for Polish citizens.

Many economists, notably Jeffrey Sachs of Columbia University, argued that the
rebound of the Polish economy in 1992 was the beginning of favorable shifts in long-
run aggregate supply in Poland. The removal of central planning and improvements in
factory productivity shifted the LRAS curve to the right, increasing output and damp-
ening inflationary pressures. These long-run developments hold the key to the future
growth of Poland’s economy, which saw generally stronger economic growth and falling
inflation in the remainder of the 1990s and through the 2000s until the financial crisis
of 2007.

Test your understanding by doing related problem 2.11 on page 542 at the end of
this chapter.
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energy prices. The huge increases in oil prices in 1973 reduced productivity in heavy
energy-using industries, such as trucking and plastics, and in the view of many econo-
mists led to a worldwide slowdown in productivity growth. Technological advances, as
in communications technology and computers, raise productivity. Many economists
believe that government environmental, health, and safety regulations reduce measured
productivity growth because capital and labor inputs are devoted to these activities in-
stead of to producing goods and services. However, such consequences of regulation do
not necessarily mean that they are not in society’s interest. For example, society must
weigh the benefits of cleaner air or increased workplace safety against the potential costs
of reduced productivity.

Table 17.2 summarizes the factors that shift the short-run and long-run aggregate
supply curves.

An Increase in . . . shifts the SRAS curve . . . because . . .

labor costs P SRAS2

Y

SRAS1

costs of production rise.

other input costs P SRAS2

Y

SRAS1

costs of production rise.

the expected price level P SRAS2

Y

SRAS1

wages and other costs of
production rise.

An Increase in . . . shifts the LRAS curve . . . because . . .

capital and labor inputs P LRAS1

Y

LRAS2 productive capacity rises.

productivity P LRAS1

Y

LRAS2
efficiency of factors used to
produce output rises.

Table 17.2 Determinants of Shifts in the Short-Run and Long-Run Aggregate 
Supply Curves
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Learning Objective
Demonstrate
macroeconomic
equilibrium using the
aggregate demand and
aggregate supply
model.
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Equilibrium in the Aggregate Demand 
and Aggregate Supply Model
Aggregate demand and short-run and long-run aggregate supply are the components 
of the aggregate demand and aggregate supply (AD–AS) model that we can use to deter-
mine the equilibrium level of output and the equilibrium price level in the economy.
Because there is a difference in the behavior of firms in supplying output in the short
run and the long run, we have two equilibrium values for output and the price level—
the short-run equilibrium and the long-run equilibrium.

Short-Run Equilibrium
To determine output and the price level in the short run, we combine the aggregate de-
mand, AD, curve and the short-run aggregate supply, SRAS, curve. Figure 17.4 shows
these two curves.

The economy’s short-run equilibrium occurs at the intersection, E1, of the AD and
SRAS curves. No other point represents equilibrium. For example, point A lies on the
AD curve, but at price level P2, firms would supply more output than households and
businesses would demand. The price level would fall to restore equilibrium at E1. Point B
lies on the SRAS curve. However, at price level P3, households and businesses would
demand more output than firms would be willing to produce. The price level would rise
to P1 to equate the quantity of output demanded and the quantity of output supplied.

Long-Run Equilibrium
Our analysis of the economy’s equilibrium in the short run suggests many possible com-
binations of output and the price level, depending on where the aggregate demand curve
and the short-run aggregate supply curve intersect. However, in the long run, the price
level adjusts to bring the economy into equilibrium at potential GDP, YP. So, the econ-
omy’s long-run equilibrium occurs at the intersection of the AD, SRAS, and LRAS
curves. In Figure 17.5, the aggregate demand curve AD1 and the short-run aggregate
supply curve SRAS1 intersect at YP, with a price level of P1.

Figure 17.4

Short-Run Equilibrium
The economy’s short-run equilib-
rium is represented by the inter-
section of the AD and SRAS
curves at E1. The equilibrium
price level is P1. Higher price lev-
els are associated with an excess
supply of output (at point A, for
example), and lower price levels
are associated with excess de-
mand for output (at point B, for
example).•
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1. An increase in aggregate
demand raises output in 
the short run.

2. The price level rises in
the new equilibrium
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E2
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Now suppose that aggregate demand expands unexpectedly, shifting the aggregate
demand curve to the right, from AD1 to AD2. Output and the price level both increase
in the short run. The new short-run equilibrium, E2, lies at the intersection of the AD2
and SRAS1 curves. But over time, as firms learn that the general price level has risen and
as input costs rise, the SRAS curve shifts to the left, from SRAS1 to SRAS2, because at the
new price level, firms are willing to supply less output. In the long run, the SRAS curve
will have to shift far enough to intersect with AD2 at YP. The long-run equilibrium is at
point E3, with a price level P2 and output YP.

If aggregate demand contracts unexpectedly, so that the AD curve shifts to the left,
the process would be reversed. Initially, output and the price level will decline. Over
time, as firms learn that the price level has fallen and input costs fall, the SRAS curve will
shift to the right. This process of adjustment is more gradual (due to sticky prices for
many firms) in the new Keynesian view than in the new classical view. At the new long-
run equilibrium, output equals YP, and the price level is lower than P1.

In the long run, the LRAS curve is vertical at YP, potential GDP. The economy will
produce YP, and the price level will adjust to shifts in aggregate demand to ensure that
the economy is in equilibrium. Because the LRAS curve is vertical, economists generally
agree that in the long run changes in aggregate demand affect the price level but not
the output level. This long-run relationship between shifts in AD and the price level re-
sults in monetary neutrality. For example, if the Fed attempts to stimulate the economy
by increasing the money supply, in the short run both output and the price level will in-
crease, but in the long run only the price level increases because the level of output re-
turns to YP. Conversely, a decline in the nominal money supply lowers the price level in
the long run but has no effect on output. So, we can conclude that changes in the money
supply have no effect on output in the long run.

Economic Fluctuations in the United States
We can use the AD-AS model to explain past events and to predict future economic de-
velopments. Fluctuations in current output can be explained by shifts in the aggregate
demand curve or the aggregate supply curve. We now use AD–AS analysis to help explain
three episodes of economic fluctuations in the United States: (1) shocks to aggregate
demand, 1964–1969; (2) supply shocks, negative during 1973–1975 and positive after
1995; and (3) a credit crunch shock to aggregate demand, 1990–1991. Then we use

Monetary neutrality The
proposition that changes in
the money supply have no
effect on output in the long
run because an increase
(decrease) in the money
supply raises (lowers) the
price level in the long run
but does not change the
equilibrium level of output.

Figure 17.5

Adjustment to 
Long-Run Equilibrium
From an initial equilibrium at E1,
an increase in aggregate demand
shifts the AD curve from AD1 to
AD2, increasing output from YP to
Y2. Because Y is greater than YP,
prices rise, shifting the SRAS
curve from SRAS1 to SRAS2. The
economy’s new equilibrium is at
E3. Output has returned to YP, but
the price level has risen to P2.

The LRAS curve is vertical at YP,
potential GDP. Shifts in the AD
curve affect the level of output
only in the short run. This out-
come holds in both the new classi-
cal and new Keynesian views,
although price adjustment is more
rapid in the new classical view.•
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AD–AS analysis to predict consequences for output and prices of pro-investment tax
reform.

Shocks to Aggregate Demand, 1964–1969 By 1964, U.S. participation in the conflict
in Vietnam had grown to a major war effort, and real government purchases—princi-
pally for military equipment and personnel—had expanded by 9% since 1960. Those ex-
penditures would increase by another 21% between 1964 and 1969. The Fed was
concerned that the rise in aggregate demand caused by these increases in government
purchases would increase money demand and the interest rate. To avoid an increase in
the interest rate, the Fed pursued an expansionary monetary policy: The annual growth
rate of M1 rose from 3.7% in 1963 to 7.7% in 1964.

The combination of fiscal and monetary expansions led to a series of shifts to the
right of the aggregate demand curve. Rising aggregate demand caused output to ex-
ceed potential GDP in the mid-1960s, putting upward pressure on production costs
and the price level. As we demonstrated in the analysis of short-run and long-run
equilibrium with the AD–AS diagram, when output rises above potential GDP, even-
tually the SRAS curve shifts to the left, restoring the economy’s full employment equi-
librium at a higher price level. Because fiscal and monetary expansion continued for
several years, AD–AS analysis indicates that output growth and inflation (the rate of
change in the price level) should have risen from 1964 through 1969, and, in fact, that
is what happened.

Supply Shocks, 1973–1975 and after 1995 By the early 1970s, many economists
and policymakers believed that inflation tended to occur during periods when output
was growing—a sensible conclusion when changes in the economy’s equilibrium out-
put and price level are driven by changes in aggregate demand. Then economists and
policymakers in the United States and other industrialized countries were surprised by
a period of rising inflation and falling output as a result of negative supply shocks in
1973 and 1974. In 1973, the Organization of Petroleum Exporting Countries (OPEC)
sharply reduced the supply of oil in the world oil market in an attempt to punish the
United States and other countries for supporting Israel in the 1973 Arab–Israeli conflict.
Along with the quadrupling of world oil prices, poor crop harvests around the world
caused food prices to rise significantly. In the United States, these two negative supply
shocks were reinforced by the lifting of government wage and price controls that had
been in effect since 1971. With the ending of these controls, firms raised prices and
workers pushed for higher wages to catch up for price and wage increases they had been
unable to receive during the period of controls.

In AD–AS analysis, this set of negative supply shocks shifts the short-run aggregate
supply curve to the left, raising the price level and reducing output. In fact, output fell
in 1974 and 1975, while inflation rose. This combination of rising inflation with falling,
or stagnating, output is called stagflation. Falling output and rising prices showed that
aggregate supply shocks, as well as aggregate demand shocks, could change the econ-
omy’s short-run equilibrium. A similar pattern occurred as a result of negative supply
shocks caused by rising oil prices in the 1978–1980 period.

We can also examine favorable supply shocks, such as the acceleration in produc-
tivity growth experienced in the U.S. economy in the late 1990s and 2000s. Many econ-
omists believe that investment in information technology, particularly technology
connected with the “new economy” of the Internet, explains this increase in productiv-
ity growth. This favorable supply shock can be illustrated using AD–AS analysis. Both
the SRAS and LRAS curves shifted to the right, raising output and causing the price level
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to rise by less than it otherwise would. Some economists feared that negative supply
shocks associated with the September 11, 2001 terrorist attacks and Hurricane Katrina
in 2005 would weaken productivity growth, but underlying productivity growth re-
mained strong even during the recession of 2007–2009.

Credit Crunch and Aggregate Demand, 1990–1991 As we have discussed in previ-
ous chapters, a credit crunch, or reduction in the ability or willingness of banks to lend,
can cause a reduction in output. Many analysts believe that a credit crunch deepened the
1990–1991 recession. Recall that financial institutions, such as banks, are likely to be
important suppliers of funds to borrowers who have few alternative sources of finance.
Two events may have led to a credit crunch during this recession. First, more stringent
bank regulation reduced banks’ ability to lend. Second, declines in real estate values and
the large debt burdens of many corporations reduced banks’ willingness to lend to bor-
rowers at any expected real interest rate. Because households and small and medium-
sized businesses weren’t able to replace bank credit with funds from other sources,
spending for consumer durable goods and business plant and equipment fell.

In AD–AS analysis, the decline in spending translates into a reduction in aggregate
expenditure, shifting the AD curve to the left. Over time, the drop in aggregate demand
puts downward pressure on prices, shifting the SRAS curve down. In fact, output growth
fell during the 1990–1991 recession and inflation declined from 4.3% in 1989 to 2.9%
in 1992.

Investment and the 2001 Recession The U.S. economic expansion that began in
March 1991 ended exactly a decade later. The relatively brief 2001 recession lasted from
March to November. The recession began as a result of a decline in business invest-
ment. In the late 1990s, firms had to replace computers and software that would have
problems because of the year 2000—older computers stored the year as two digits,
which would cause them to confuse 2000 with 1900. Many firms also invested heav-
ily in information technology, as the spread of the Internet created many new busi-
ness opportunities. However, some firms overestimated the profitability of establishing
Web sites and investing in fiber-optic cables for rapid data transfer. As a result, the
U.S. economy accumulated more capital than businesses desired when expectations of
future profitability declined after 2000. The large decline in U.S. stock prices in 2000
and 2001 reflected this drop in expected future profitability. This excess of actual cap-
ital stock over desired capital stock implied that new business investment must fall
sharply for a while. In AD–AS analysis, the decline in planned investment shifts the AD
curve to the left, reducing both output growth and inflation during the recession.

The continued rapid pace of productivity growth during this period, leading to a
rightward shift of the SRAS and LRAS curves, cushioned the decline in output that
would otherwise have occurred as a result of the AD shift. The increase in aggregate
supply also reinforced the downward pressure on the inflation rate as a result of the
drop in aggregate demand. Indeed, in 2002 and 2003, some economists worried that
the United States could experience deflation, a falling general price level, though that did
not occur.

Are Investment Incentives Inflationary? In the late 1990s, many economists and
policymakers urged consideration of tax reforms that would stimulate business invest-
ment. And in 2002, President George W. Bush proposed and won Congressional ap-
proval for investment incentives. Such reforms included (1) the introduction of
expensing—in which businesses write off the purchase of new plant and equipment all
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at once, rather than gradually—and (2) cuts in dividend and capital gains taxes that re-
duced the cost of capital. Many economists argued that such reforms would signifi-
cantly increase business investment demand and output of capital goods. Would they
also increase inflation?

In AD–AS analysis, the stimulus to investment translates into an increase in aggre-
gate demand, shifting the AD curve to the right. However, as the new plant and equip-
ment are installed, the economy’s capacity to produce increases, and the SRAS and LRAS
curves shift to the right, reducing the inflationary pressure from pro-investment tax re-
form. Recent evidence suggests that the supply response is substantial and investment
incentives are unlikely to be inflationary.

In September 2010, as the U.S. economy struggled to recover from the 2007–2009
recession, in an attempt to stimulate aggregate demand, President Barack Obama pro-
posed, and Congress enacted, the Small Business Jobs Act of 2010, which allowed busi-
nesses  to expense their spending on investment goods through the end of 2011.

The Effects of Monetary Policy
The business cycle refers to alternating periods of economic expansion and economic
recession. In a business cycle, output grows during an expansion until the business cycle
peak. Then output declines as the economy moves into a contraction or recession until
the business cycle trough when output begins to expand again. This pattern varies from
several months to several years, and expansions and recessions vary in intensity. In the
post-World War II period, the recessions of 1981–1982 and 2007–2009 were particularly
severe.

When the economy moves into a recession, output declines and unemployment in-
creases. These problems cause hardship for individuals and businesses. Most econo-
mists believe that increases in the money supply and decreases in interest rates can
increase short-run output. It may be possible, then, for the Fed to use monetary poli-
cies that could stabilize the economy by reducing the severity of recessions and smooth-
ing short-run fluctuations in output. Such a stabilization policy attempts to shift the AD
curve by changing the money supply and interest rates. It is also possible for Congress
and the president to pursue fiscal policy actions, such as changing the level of government
purchases or taxes to stabilize the economy.

An Expansionary Monetary Policy
Suppose that the economy is hit by an aggregate demand shock, as happened in 2007,
with the collapse of spending on new houses. Figure 17.6 illustrates the result. In
panel (a), the economy starts at equilibrium at E1, which is at the intersection of AD1,
SRAS1, and LRAS. Output is at YP, and the price level is at P1. As a result of the aggre-
gate demand shock, the aggregate demand curve shifts from AD1 to AD2. The economy
enters a recession at E2, with output falling from YP to Y2 and the price level falling from
P1 to P2.

At this point, the Fed has to decide whether to implement an expansionary mone-
tary policy. If the Fed does nothing, we know from our earlier analysis that the economy
will eventually correct itself. At E2, with output less than full employment, over time
input costs and prices will fall, shifting the short-run aggregate supply curve to the right,
from SRAS1 to SRAS2, and bringing the economy back to potential GDP at E3. The econ-
omy eventually returns to potential GDP at price level, P3, but the necessary adjust-
ments to costs and prices may take years, during which time some workers suffer
unemployment and some firms suffer losses.

Business cycle Alter-
nating periods of economic
expansion and economic
recession.

Stabilization policy A
monetary policy or fiscal
policy intended to reduce
the severity of the business
cycle and stabilize the
economy.

17.4

Learning Objective
Use the aggregate
demand and aggregate
supply model to show
the effects of monetary
policy.
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(a) No policy intervention

3. Over time input costs
and prices will fall, causing
SRAS to shift to the right.

1. A decline in spending on
new houses causes AD to
shift to the left.

2. The shift in AD leads
to falling output.
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(b) Fed responds with an expansionary policy

1. A decline in spending
on new houses causes
AD to shift to the left.

2. An expansionary monetary
policy shifts AD back to the right.

P2

Alternatively, as panel (b) of Figure 17.6 shows, the Fed could try to speed recov-
ery by implementing an expansionary monetary policy. As we saw in Chapter 15, the
Fed can implement an expansionary monetary policy by using open market opera-
tions to lower the target for the federal funds rate. An expansionary policy will shift
the aggregate demand curve back to the right, from AD2 to AD1. The economy moves
from recession at E2 back to its initial full employment equilibrium at E1. The econ-
omy returns to potential GDP more quickly than it would have if the Fed had fol-
lowed the alternative of refraining from active policy. Stabilization policy, however,
has a side effect: It leads to a higher price level than would exist if no action were
taken.

During the 1960s, many economists encouraged the use of monetary and fiscal
policies to smooth fluctuations in the economy. However, others doubted that attempts
to fine-tune the economy would be effective given the potentially long lags in formu-
lating and implementing stabilization policies. Most economists today believe that
because of these lags, policymakers can’t hope to successfully counterbalance every
economic fluctuation. Therefore, economists generally advocate that policymakers
focus on long-run objectives such as low inflation or steady economic growth. Many
economists argue that policymakers should restrict the use of activist policy to fight-
ing major downturns in the economy. A major downturn is, of course, exactly what the
U.S. economy experienced in 2007.

Figure 17.6 Effects of Monetary Policy

Panel (a) shows that from an initial full-employment equilibrium at E1, an
aggregate demand shock shifts the AD curve from AD1 to AD2, and output
falls from YP to Y2. At E2, the economy is in a recession. Over time, the price
level adjusts downward, restoring the economy’s full employment equilibrium
at E3. Panel (b) shows that from an initial full-employment equilibrium at E1,

an aggregate demand shock shifts the AD curve from AD1 to AD2. At E2, the
economy is in a recession. The Fed speeds recovery, using an expansionary
monetary policy, which shifts the AD curve back from AD2 to AD1. Relative to
the nonintervention case, the economy recovers more quickly back to full
employment, but with a higher long-run price level.•
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Solving the Problem
Step 1 Review the chapter material. This problem is about the Fed’s implementing

an expansionary monetary policy, so you may want to review the section “An
Expansionary Monetary Policy,” which begins on page 530.

Step 2 Answer part (a) by drawing the appropriate graph and explaining whether
we know whether the price level will rise or fall. A negative supply shock
will cause the aggregate supply curve to shift to the left, from SRAS1 to SRAS2,
and a negative demand shock will cause the aggregate demand curve to shift to
the left, from AD1 to AD2. Your graph should look like this:

Note that as we have drawn the graph, the price level increases from P1 to P2,
but it is possible that the AD curve will shift to the left by more than does the
SRAS curve. In that case, the price level will fall. So, we can’t say with certainty
whether the price level will rise or fall if the economy is hit by aggregate sup-
ply and aggregate demand shocks at the same time.
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Solved Problem 17.4
Dealing with Shocks to Aggregate Demand and Aggregate Supply

Assume that the economy is initially in equilibrium at full
employment. Then suppose that the economy is hit si-
multaneously with negative aggregate demand and aggre-
gate supply shocks: There is a large increase in oil prices
and a sharp decline in consumption spending as house-
holds become pessimistic about their future incomes.

a. Draw an aggregate demand and aggregate supply
graph to illustrate the initial equilibrium and the
short-run equilibrium after the shocks. Do we know

with certainty whether the price level will be higher
or lower in the new equilibrium?

b. Suppose that the Fed decides not to intervene with
an expansionary monetary policy. Show how the
economy will adjust back to its long-run equilibrium.

c. Now suppose that the Fed decides to intervene with
an expansionary monetary policy. If the Fed’s pol-
icy is successful, show how the economy adjusts
back to its long-run equilibrium.
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Step 3 Answer part (b) by drawing the appropriate graph. We start at the short-run
equilibrium described in part (a), with output at Y2 and the price level at P2.
With output at Y2 being less than full employment, over time, prices and input
costs will fall, shifting the short-run aggregate supply curve to the right, from
SRAS2 to SRAS3, which will eventually bring the economy back to potential
GDP, YP, at a lower price level, P3.

Step 4 Answer part (c) by drawing the appropriate graph. Starting again at the
short-run equilibrium from part (a), an expansionary monetary policy will
shift the aggregate demand curve from AD2 to AD3, restoring the economy 
to potential GDP, YP, at a higher price level, P3.

For more practice, do related problem 4.8 on page 544 at the end of this chapter.
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Was Monetary Policy Ineffective During the 2007–2009 Recession?
As we saw in the chapter opener, in late 2010, the U.S. unemployment rate remained stub-
bornly high, and increases in real GDP were disappointingly modest. Do these facts indi-
cate that monetary policy had failed? Not necessarily. Certainly, the Fed was unable to pull
off a rapid and smooth return to full employment of the type illustrated in panel (b) 
of Figure 17.6 on page 531. As we saw in Chapter 12, however, research has shown that
both in the United States and in other countries, recessions started by financial crises are
almost always very severe. And as we saw in the chapter opener, the 2007–2009 recession
was not caused simply by a temporary decline in aggregate demand. Instead, the declines
in output in the important residential construction and automobile industries appeared
to result from structural changes in the economy and so were likely to be long-lived, per-
haps even permanent. Therefore, expansionary monetary policy aimed at increasing ag-
gregate demand would probably not succeed in re-employing workers who had lost their
jobs in these industries. Instead, many of these workers might need to be retrained for
other jobs or to move to parts of the country where employment was increasing.

In other words, in 2010, many economists inside and outside the Fed were won-
dering whether prolonged levels of high unemployment were leading to long-lived re-
ductions in aggregate supply. Some economists believe that large negative shifts in
aggregate demand actually reduce the full employment level of output, in a process
known as hysteresis. With hysteresis, the process illustrated in panel (a) of Figure 17.6,
by which the economy automatically returns to the previous level of full employment
output in the long run, breaks down. This breakdown occurs because if high rates of un-
employment persist, more workers lose their skills—or are viewed by employers as lack-
ing current skills—and therefore have difficulty being rehired. Furthermore, workers
who are unemployed for long periods may become discouraged and drop out of the
labor force permanently. These obstacles to locating new jobs lead to chronic levels of
higher unemployment and lower levels of output.

Some economists have argued that persistently high rates of unemployment in
many European countries during the 1980s and 1990s reflect hysteresis. Under this
analysis, unemployment rose in these countries following the oil price shocks of the
1970s. When the unemployment rate remained persistently above the previous full em-
ployment level, hysteresis set in, and the unemployment rate remained stuck at high
levels. Other economists are skeptical that hysteresis is a good explanation for persist-
ent unemployment in Europe. These economists point to government policies, such as
generous unemployment insurance benefits, high tax rates, and restrictions on firms
hiring and firing workers, to explain why employment growth was sluggish in these
countries.

In 2010, some economists argued that problems with aggregate supply may have
arisen not from hysteresis but from what Fed Chairman Ben Bernanke referred to as
the “unusual uncertainty” in the economic situation. When businesses are considering
new capital spending, increased hiring, or the introduction of new products, they nat-
urally prefer as little uncertainty in the macroeconomic environment as possible. Given
that the financial crisis and recession of 2007–2009 were more severe than any since
World War II, an increased level of uncertainty was unavoidable. But in 2010, additional
sources of uncertainty might have caused some firms to produce less output and hire
fewer workers than they would have otherwise. In March 2010, Congress passed the Af-
fordable Care Act, which overhauled the U.S. healthcare system. Owners of some small
and medium-sized businesses were concerned that the act increased the cost of hiring
workers because it required them either to provide the workers with health insurance or
to pay a fine to the government. In mid-2010, there was also concern that Congress
might allow tax reductions passed during 2001 and 2003 to expire, raising the individual
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tax rates that the owners of many small businesses pay on their profits. Finally, as we have
discussed in earlier chapters, many small to medium-sized businesses found that they
were unable to secure bank loans to expand their businesses. Economists debated the ex-
tent to which these factors—rather than a shortfall in aggregate demand—were restrain-
ing hiring and output growth.

So, the Fed found itself in a dilemma: Using conventional expansionary monetary
policy to increase the rate of output growth would be effective only if the main prob-
lem facing the economy was insufficient aggregate demand. If aggregate supply was the
problem, however, conventional policy would be ineffective. Given that the economy
was sailing in largely uncharted waters, it was unclear whether aggregate demand or ag-
gregate supply was the bigger problem.

Making the Connection

Is It Like 1939?
During and after the recession of 2007–2009, economists and policymakers considered
whether events from the Great Depression of the 1930s might provide insight into what
was happening. The Depression had also involved a financial crisis, and it had persisted
over more than a decade, a pattern that policymakers in 2010 were hoping not to repeat.
We have seen that Ben Bernanke’s academic studies of the bank panics of the early 1930s
led him to take aggressive actions to save large financial firms during 2008.

One of the striking facts about the Depression was the high unemployment rate in
the late 1930s. As we discussed in Chapter 14, this high unemployment rate was in part
due to the recession of 1937–1938, which the Fed had inadvertently helped cause
through a series of increases in the required reserve ratio. Robert Gordon of Northwest-
ern University has focused on the situation in the United States in 1939. Although esti-
mates differ, Gordon believes that the unemployment rate that year was greater than
17% and that more than one-third of the unemployed had been without a job for more
than a year. Despite the high unemployment rate, there was little indication of the falling
wages and prices that would push the economy back to full employment by the process
shown in panel (a) of Figure 17.6 on page 531. Some economists believe that the high
unemployment of 1939 was due to problems with aggregate demand, while others be-
lieve it was due to problems with aggregate supply. Economists supporting the aggregate
supply explanation point to the substantial increases in tax rates Congress had enacted
during the 1930s; the sharp increase in unionization, strikes, and labor unrest; and what
they see as the undermining of private property rights under President Franklin Roo-
sevelt’s New Deal. This debate echoes some of the points raised by economists in ana-
lyzing economic conditions in 2010.

Gordon disagrees with the aggregate supply arguments, holding instead that the
United States was suffering from hysteresis brought on by insufficient aggregate de-
mand. He argues that once Congress began to substantially increase spending on mili-
tary goods in 1940 to prepare for the entry of the United States into World War II,
aggregate output rapidly expanded, and unemployment declined. In other words, struc-
tural barriers to expanding output and employment disappeared once a sufficiently
large increase in aggregate demand had taken place. Gordon’s interpretation has been
challenged, however. Economist Robert Higgs has argued that the high unemployment
of the 1930s was caused by “regime uncertainty” due to New Deal policies. He argues
that because the 1940–1945 increases in output were largely in the war material and
munitions industries, and the decline in unemployment was due to the draft and the



growth in employment in war industries, true prosperity did not return until the end
of the war in 1945. The postwar prosperity was due to:

the death of Roosevelt and the succession of Harry S Truman and his administra-
tion [which] completed the shift from a political regime investors perceived as full
of uncertainty to one in which they felt much more confident about the security
of their private property rights. . . . [I]nvestors set in motion the postwar invest-
ment boom that powered the economy’s return to sustained prosperity notwith-
standing the drastic reduction of federal government spending from its
extraordinarily elevated war-time levels.

Higgs’s argument has also been subject to criticism by economists who see the shift
in policies from the Roosevelt to Truman administrations as being less dramatic than he
does. Undoubtedly, economists will continue to explore the surprising parallels between
the U.S. economy of the 1930s and the U.S. economy following the beginning of the fi-
nancial crisis in 2007.

Sources: Robert J. Gordon, “Back to the Future: European Unemployment Today Viewed from America
in 1939,” Brookings Papers on Economic Activity, Vol. 19, No. 1, 1988, pp. 271–312; and Robert Higgs,
Depression, War, and Cold War: Challenging the Myths of Conflict and Prosperity, Oakland, CA: Inde-
pendent Institute, 2009.

Test your understanding by doing related problems 4.11 and 4.12 on page 544 at the
end of this chapter.
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Read an Inside Look at Policy on the next page for a discussion of the Fed’s forecast
of future unemployment rates.

Answering the Key Question
Continued from page 514

At the beginning of this chapter, we asked the question:

“What explains the high unemployment rates during the economic expansion that began in 2009?”

As we have seen in this chapter, in late 2010, the unemployment rate remained above 9%, which was
unusually high for the post-World War II period. Economists disagree about why the unemployment
rate was so high. Some economists believed that it was due to insufficient aggregate demand and sug-
gested that production and employment could be expanded with conventional macroeconomic stabi-
lization policies. Other economists, though, saw problems with aggregate supply, either because of
potentially long-lived declines in the importance of residential construction and automobile industries
or because of increased economic uncertainty.



Unemployment Stays High Despite
Low Interest Rates, Fiscal Stimulus

AN INSIDE LOOK AT POLICY

INTERNATIONAL BUSINESS TIMES

a

Fed Officials 
See High
Unemployment 
for Years
Unemployment is likely to stay
high for a long time, two Federal
Reserve officials said on
Wednesday, suggesting the U.S.
central bank is in no rush to . . .
[change] its ultra-low interest-rate
policy.

The dovish comments, from
Chicago Federal Reserve President
Charles Evans and Federal Reserve
Governor Elizabeth Duke, came
two days before a government re-
port expected to show that U.S.
non-farm payrolls fell in June. If
that occurs, June will mark the first
decline in monthly non-farm pay-
rolls this year. . . .

Meanwhile, unemployment is at
9.7 percent, “and it’s going to be a
number of years before it’s going to
get down to any type of rate that we
might almost say is acceptable,”
[Evans] said in a rare 30-minute
live interview on CNBC.

Taken together, low inflation and
high unemployment mean that the
Fed’s current accommodative mon-
etary policy is still needed, he said.

The Fed cut interest rates to
near zero in December 2008 to help
reverse the worst economic down-
turn in decades, and pumped more

b

c

than $1 trillion into the financial
system with purchases of mort-
gage-backed assets. Last week, it re-
iterated a vow to keep interest rates
low for “an extended period.”

The Chicago Fed’s Evans said
“we have provided a tremendous
amount of accommodation.

“I’m going to be looking at the
circumstances, and if we need to
adjust policy in either direction, I
am going to be responding,” he
added.

Fed Board Governor Duke also
struck a dovish tone on Wednesday,
saying the U.S. job market will
likely recover only slowly in a slug-
gish economic rebound.

“At that speed of recovery, you
are not going to create jobs very
quickly,” she said, in response to
questions at a banking conference
in Columbus, Ohio. “It is going to
be, I think, a long period for jobs to
recover.

“The most important step
policy-makers can take to improve
credit availability to businesses 
and households is to achieve a
sustainable economic recovery,”
she said.

The Fed has acted “forcefully” to
institute accommodative policy,
Duke said.

Duke is a voting member of the
Fed’s policy-setting Federal Open
Market Committee. . . .

Although the financial crisis is
subsiding, Duke said lending has
not recovered.

As economic activity picks up
and the outlook brightens, supply
and demand of credit are likely to
improve, she said. Still it may be
years before lending returns to pre-
crisis levels.

Futures traders are not pricing
in any interest-rate hikes this year,
and don’t see odds for an increase
in short-term lending rates . . .
until after the FOMC’s meeting in
March next year.

Within the Fed, Evans said,
some of the most contentious de-
bates center around the outlook for
inflation, with some worried about
the prospect of prices rising too
fast, and others worried about a
slowdown in price increases known
as disinflation.

Evans defended the U.S. govern-
ment’s giant fiscal stimulus package
last year, saying it was effective in
turning around both the economy
and the psychology.

Providing more stimulus at this
point in the recovery would be
“pretty tough” he said. . . .

Europe’s debt woes pose a risk
to U.S. growth, and businesses in
the United States are still respond-
ing to “replacement demand”
rather than the “expansionary de-
mand” needed to boost economic
growth, Evans said.

Source: Excerpted from “Fed Officials 
See High Unemployment For Years” 
by Ann Saphir. International Business
Times, June 30, 2010. Reprinted with
permission.
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Key Points in the Article
Federal Reserve officials Charles Evans
and Elizabeth Duke acknowledged that
unemployment in the United States
would remain high for years in speeches
they made in June 2010. They stressed
that the Federal Reserve would maintain
an accommodative monetary policy that
had already pumped more than $1 tril-
lion into the economy. Although the fi-
nancial crisis was subsiding, Duke said
that lending had not recovered and that
it could take years for lending to return
to pre-crisis levels. Traders did not antic-
ipate interest rates rising before March
2011. Evans stated that some Federal
Reserve officials were worried that
prices could rise too fast, while others
worried about the possibility of disinfla-
tion. Although Evans defended the U.S.
government’s 2009 fiscal stimulus pack-
age, he said that getting Congress to
enact more stimulus would be “pretty
tough.” Evans pointed to the debt crisis
in Europe as a risk to U.S. growth and
explained that businesses were currently
responding to “replacement demand”
rather than the “expansionary demand”
needed for economic growth.

Analyzing the News
In June 2010, many economists 
predicted that it could be years be-

fore the U.S. unemployment rate re-
turned to an “acceptable” level. The
rate of unemployment was then 9.7%,
following a sluggish recovery from the
recession of 2007–2009. Economists es-
timate the natural rate of unemploy-
ment to be about 5%. In the summer of
2010, the civilian labor force was about
154 million, so the number of unem-
ployed would have had to equal 
7.7 million for the unemployment to
have been 5%. The actual number of
unemployed was much higher, about
14.6 million.

The graph below shows the 
economy before the recession, in

long-run equilibrium at E1 (output = YP,
price level = P1). The recession was
caused by a housing and financial crisis,
which shifted aggregate demand from
AD1 to AD2. Recovery from the reces-
sion was impeded by structural changes
in the residential and financial industries.
The longer workers are unemployed,
the more difficult it is for them to find
jobs because they may require retraining
and relocation. Despite aggressive
monetary and fiscal policies, aggregate
demand had not increased enough 
to return the economy to long-run
equilibrium. Eventually, the short-run
supply curve could shift from SRAS1 to
SRAS2 and the economy would return
to equilibrium at E3, but this could take
years, and Fed officials feared that the
disinflation—or deflation—that this
requires could lead to another recession.

The United States could not rely on 
European countries enmeshed in

their own debt crisis to boost demand

for U.S. imports. Businesses had been
spending to replace capital that had de-
preciated (“replacement demand”) but
had not spent much on new capital
(“expansionary demand”).

THINKING CRITICALLY 
1. Explain why some economists claim

that the persistence of high unem-
ployment rates during the recovery
from the recession of 2007–2009 is
evidence of “hysteresis.”

2. Charles Evans stated that some Fed-
eral Reserve officials were concerned
that inflation rates could rise as a
result of expansionary monetary and
fiscal policies. But he claimed that
other officials were concerned 
about the possibility of disinflation, 
a reduction in the rate of inflation. 
Economists have long recognized 
the harm that increases in the rate 
of inflation can inflict on an econ-
omy, but why would they be con-
cerned that the rate of inflation
might decrease?
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CHAPTER SUMMARY AND PROBLEMS

Aggregate demand (AD) curve,
p. 516

Aggregate supply, p. 520
Business cycle, p. 530

Long-run aggregate supply (LRAS)
curve, p. 522

Monetary neutrality, p. 527
Real money balances, p. 517

Short-run aggregate supply (SRAS)
curve, p. 520

Stabilization policy, p. 530
Supply shock, p. 523

KEY TERMS AND CONCEPTS

The Aggregate Demand Curve
Explain how the aggregate demand curve is derived.

SUMMARY
Aggregate expenditure on the economy’s output is the
sum of consumption spending, planned investment
spending, government purchases, and net exports: AE =
C + I + G + NX. The aggregate demand (AD) curve il-
lustrates the relationship between aggregate expenditure
and the aggregate price level. The market for money
shows the interaction of the demand and supply of real
money balances, which is the value of money held by
households and firms, adjusted for changes in the price
level, or (M/P). The aggregate demand curve is down-
ward sloping because an increase in the price level causes
a higher interest rate in the market for money, and a
higher interest rate reduces consumption, planned in-
vestment, and net exports. The Federal Reserve can cause
the aggregate demand curve to shift to the right by fol-
lowing an expansionary monetary policy and to shift to
the left by following a contractionary monetary policy.

Review Questions

1.1 What is aggregate expenditure? Briefly describe
each of the four components of aggregate
expenditure.

1.2 Why is the AD curve downward sloping?

1.3 What are real money balances? What is the pri-
mary reason that households and firms demand
money? Why is the demand for real money bal-
ances downward sloping?

1.4 How does an increase in the interest rate affect
each of the following types of spending on ag-
gregate output?

a. Investment spending by firms on plant and
equipment

b. Consumption spending by households

c. Net exports

1.5 Briefly explain whether each of the following
shifts the aggregate demand curve to the right or
to the left.

a. The Federal Reserve sells $10 billion of U.S.
Treasury securities.

b. The federal government launches a massive
program to rebuild the nation’s highways.

c. The federal government cuts the corporate
profits tax.

d. The foreign exchange value of the dollar rises.

e. Firms become pessimistic about the future
profitability of spending on factories and 
machinery.

Problems and Applications

1.6 Why doesn’t an increase in the price level shift
the demand curve for real money balances to 
the right? Don’t firms and households demand
more money as prices rise?

1.7 In the market for money, use a graph to explain
the effect of a decrease in the price level on the
equilibrium interest rate. How does the change 
in the interest rate affect planned investment
spending, consumption spending, and net
exports?

1.8 Use a graph of the demand and supply for real
balances to show the effect of an open market
purchase of U.S. Treasury securities by the
Federal Reserve. Using the result from your

17.1
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graph to explain why the aggregate demand
curve shifts when the Fed purchases Treasury
securities.

1.9 In the early to mid-2000s, stock prices and hous-
ing prices rose substantially. What effect would
these increases in household wealth have on the
savings rate and on consumption spending?
How would the increase in stock prices and
housing prices have affected aggregate demand?

1.10 Shortly before leaving her position as chair of
the President’s Council of Economic Advisers in

the Obama administration, Christina Romer
observed: “The only surefire ways for policy-
makers to substantially increase aggregate de-
mand in the short run are for the government to
spend more and tax less.” Which policymakers
was Romer referring to? Briefly explain why the
government’s spending more and taxing less in-
creases aggregate demand.

Source: Deborah Solomon, “Romer: ‘Spend More,
Tax Less’ to Boost Economy,” Wall Street Journal,
September 1, 2010.

The Aggregate Supply Curve
Explain how the aggregate supply curve is derived.

SUMMARY
The short-run aggregate supply (SRAS) curve repre-
sents the quantity of aggregate output, or GDP, that
firms supply at each price level in the short run. The
long-run aggregate supply (LRAS) curve is vertical at
the level of potential GDP. The LRAS curve shifts over
time to reflect growth in potential GDP. Sources of this
economic growth include (1) increases in capital and
labor inputs and (2) increases in productivity growth
(output produced per unit of input). The short-run
aggregate supply (SRAS) curve is upward sloping. In
the new classical view, an unexpected increase in the
aggregate price level increases the quantity of output
that firms are willing to supply in the short run. In the
new Keynesian view, the SRAS curve is upward sloping
because many firms have sticky prices. In both new
classical and new Keynesian views, shifts in the SRAS
curve reflect shifts in the expected price level or in
firms’ costs of production. A supply shock is an unex-
pected change in production costs or in technology
that causes the short-run aggregate supply curve to
shift.

Review Questions

2.1 What is aggregate supply? How do the slopes of
the short-run aggregate supply curve and the
long-run aggregate supply curve differ?

2.2 In the new classical view, why can’t firms distin-
guish between increases in the general price level

and increases in the relative prices of their
products?

2.3 What is meant by the term price stickiness in
the new Keynesian view? What explains price
stickiness?

2.4 What factors shift the short-run aggregate
supply curve?

2.5 What factors shift the long-run aggregate supply
curve?

Problems and Applications

2.6 Use the equation Y = YP + a(P - Pe) to explain
why in the new classical view, the short-run ag-
gregate supply curve is positively sloped and the
long-run aggregate supply curve is vertical.

2.7 Show graphically the effect of each of the 
following on the short-run aggregate supply
curve:

a. A decrease in the expected price level

b. A decrease in oil prices

c. The development of personal computers that
are 10 times faster than existing computers

d. An increase in wages, resulting from output
exceeding the full-employment level of
output

e. Severe winter storms that affect a large part of
the United States

17.2

www.myeconlab.com


542 CHAPTER 17 • Monetary Theory I: The Aggregate Demand and Aggregate Supply Model

2.8 Writing in the New York Times, Tyler Cowen of
George Mason University argued that an invest-
ment tax credit, which allows firms to reduce
their taxes by some fraction of their spending on
new physical capital, “will encourage investment
and boost both aggregate demand and aggregate
supply. This kind of policy was used effectively
by President Kennedy in the 1960s and President
Reagan in the 1980s.” Explain why an invest-
ment tax credit may cause an increase in both
aggregate demand and aggregate supply.

Source: Tyler Cowen, “Cut Taxes, Print More Money,”
New York Times, June 24, 2010.

2.9 An article in the Economist magazine noted: “the
economy’s potential to supply goods and serv-
ices [is] determined by such things as the labour
force and capital stock, as well as inflation ex-
pectations.” Do you agree with this list of deter-
minants of potential GDP? Briefly explain.

Source: “Money’s Muddled Message,” Economist, May
19, 2009.

2.10 If the long-run aggregate supply curve shifts,
does the short-run aggregate supply curve also
have to shift? If the short-run aggregate supply
curve shifts, does the long-run aggregate supply
curve also have to shift? (Hint: Consider the fac-
tors that shift each curve and determine whether
these factors also shift the other curve.)

2.11 [Related to the Making the Connection on
page 523] During the period of Communist rule
in Eastern Europe, the governments imposed
wage and price controls. Under these controls,
some prices were unchanged for years at a time.
Most economists believe that over time, price con-
trols distort the allocation of resources in an econ-
omy. Assuming that this view of price controls is
correct, how would they affect long-run aggregate
supply? As the countries of Eastern Europe moved
toward market-oriented economies, they removed
most wage and price controls. How would the re-
moval of these controls have affected aggregate
demand and aggregate supply?

Equilibrium in the Aggregate Demand and Aggregate Supply Model
Demonstrate macroeconomic equilibrium using the aggregate demand and aggregate
supply model.

SUMMARY
The economy’s short-run equilibrium output and price
level occur at the intersection of the AD curve and the
SRAS curve. The economy’s long-run equilibrium oc-
curs at the intersection of the AD curve, the SRAS curve,
and the LRAS curve. Movements in AD can move aggre-
gate output away from its potential GDP in the short
run, but in the long run output is always equal to poten-
tial GDP. The economy exhibits monetary neutrality,
which means that changes in the money supply have no
effect on output in the long run.

Review Questions

3.1 In a graph illustrating the AD-AS model, where
does short-run equilibrium occur, and where
does long-run equilibrium occur? At what level
of output does long-run equilibrium occur?

3.2 When the economy is in a short-run equilib-
rium, with output greater than potential GDP,

what will happen to the short-run aggregate
supply curve? Briefly explain why this happens.

3.3 Suppose that the economy is initially in equilib-
rium at potential GDP. If there is a decrease in
aggregate demand, use an AD-AS graph to show
the effects on the price level and the output level
in the short run and in the long run.

3.4 Briefly explain whether the adjustment by the
economy from short-run equilibrium to long-
run equilibrium is more rapid in the new classi-
cal view or in the new Keynesian view.

3.5 What is monetary neutrality?

Problems and Applications

3.6 Can the economy be in a short-run macroeco-
nomic equilibrium without being in a long-run
macroeconomic equilibrium? Can the economy
be in a long-run macroeconomic equilibrium
without being in a short-run macroeconomic
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The Effects of Monetary Policy
Use the aggregate demand and aggregate supply model to show the effects of
monetary policy.

SUMMARY
In a business cycle, output grows during expansions
and contracts during recessions. Stabilization policy
attempts to offset the effects of the business cycle
through shifts in the AD curve. An expansionary policy
will shift the AD curve to the right, and a contrac-
tionary policy will shift the AD curve to the left. Most
economists doubt that stabilization policy is able to
fine-tune the economy so that output is always at its
full employment level, but stabilization policy can be
effective in fighting major downturns in the economy.
Economists debate whether the slow recovery from the
2007–2009 was attributable to problems with aggregate
demand or to problems with aggregate supply.

Review Questions

4.1 What is the business cycle?

4.2 What is stabilization policy? What curve in the
aggregate demand and aggregate supply model
does stabilization policy attempt to shift?

4.3 Why might attempts to fine-tune the 
economy be ineffective? Instead of fine-tuning,

what do economists generally advocate that
policymakers do?

4.4 What policies might the Federal Reserve use to
counteract an aggregate demand shock?

4.5 What is hysteresis, and what problems does it
pose for the economy?

Problems and Applications

4.6 The Federal Reserve can use expansionary or
contractionary policy to shift the aggregate
demand curve. Use an AD-AS graph to show
how monetary policy should be used to return
output to potential GDP when:

a. the aggregate demand curve intersects the
short-run aggregate supply curve to the left
of potential GDP. Briefly explain how the
Federal Reserve would carry out this policy.

b. the aggregate demand curve intersects the
short-run aggregate supply curve to the 
right of potential GDP. Briefly explain how
the Federal Reserve would carry out this 
policy.
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equilibrium? Support your answer using an 
AD-AS graph.

3.7 An article in the Economist magazine observed:
“Creating more inflation is harder than it
sounds. . . . It requires aggregate demand to
return to, and exceed, potential output.” Use an
AD-AS graph to show why aggregate demand
being greater than potential GDP results in in-
flation. Is aggregate demand being greater than
potential GDP the only way for inflation to
occur in the AD-AS model? Briefly explain.

Source: “A Winding Path to Inflation,” Economist, June
3, 2010.

3.8 Suppose that in Year 1 the price level equals 
110 and the output level equals $14 trillion and
that in Year 2 the price level equals 104 and the
output level equals $13 trillion. In the AD-AS
model, what shift in the aggregate demand curve

or the aggregate supply curve would explain the
movement in the price level and the output level
that occurred from Year 1 to Year 2?

3.9 Assume that the economy is initially in equilib-
rium at potential GDP. Use an AD-AS graph to
show the effect of an increase in government
purchases on the price level and the output level
in the short run and in the long run. Explain
what is happening in your graph.

3.10 Assume that the economy is initially in equilib-
rium at potential GDP. Suppose that there is a
decrease in income in Europe that causes a de-
crease in demand for U.S.-produced goods. Use
an AD-AS graph to show the effect of the de-
cline in income in Europe on output and the
price level in the United States in the short run
and in the long run.
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4.7 Given that the economy can correct itself and
return to potential GDP, why would the Federal
Reserve pursue expansionary monetary policy
following a negative aggregate demand shock?
How could the Fed pursuing expansionary
monetary policy be preferable to the economy
correcting itself? On the other hand, how could
the Fed’s expansionary monetary policy hurt the
economy given the lags in the impact of mone-
tary policy actions?

4.8 [Related to the Solved Problem 17.4 on
page 532] Assume that the economy is initially in
equilibrium at potential GDP. Then suppose that
the economy is hit simultaneously with a positive
aggregate demand shock and a negative aggregate
supply shock: There is a large increase in oil prices
and a large increase in U.S. exports to Europe.

a. Use an AD-AS graph to illustrate the initial
equilibrium and the short-run equilibrium
after the shocks. Do we know with certainty
whether in the new equilibrium the output
level will be higher or lower than potential
GDP?

b. Suppose that the Fed decides not to intervene
with monetary policy. Show how the economy
will adjust back to long-run equilibrium.

c. Now suppose that the Fed decides to inter-
vene with monetary policy. If the Fed’s policy
is successful, show how the economy adjusts
back to long-run equilibrium.

4.9 Normally we think of the factors that cause the
AD curve to shift as different from the factors
that cause the LRAS curve to shift. Is this still
true in the case of hysteresis? Briefly explain.

4.10 [Related to the Chapter Opener on page 514]
In a speech in September 2010, Narayana
Kocherlakota, president of the Federal Reserve
Bank of Minneapolis noted:

The job openings rate has risen by about 
20 percent between July 2009 and June 2010.
Under this scenario, we would expect unem-
ployment to fall because people find it easier
to get jobs. However, the unemployment rate
actually went up slightly over this period.

The job openings rate is defined as the number
of job openings—that is, unfilled jobs that are

available—divided by the sum of job openings
and employment. If the job openings rate was
increasing between July 2009 and June 2010,
why didn’t the unemployment rate fall?

Source: Narayana Kocherlakota, “Back Inside the
FOMC,” speech delivered in Missoula, Montana,
September 8, 2010.

4.11 [Related to the Making the Connection on
page 535] Writing in the New York Times, econ-
omist Tyler Cowen of George Mason University
argued: “In short, expansionary monetary policy
and wartime orders from Europe, not the well-
known policies of the New Deal, did the most to
make the American economy climb out of the
Depression.” Is Cowen’s position more consis-
tent with that of Robert Gordon or that of
Robert Higgs? Briefly explain.

Source: Tyler Cowen, “The New Deal Didn’t Always
Work, Either,” New York Times, November 21, 2008.

4.12 [Related to the Making the Connection on
page 535] Economist Robert Gordon has writ-
ten the following:

During 1939, more than any other year in the
dismal Depression decade, the American
economy exhibited every evidence of slipping
into a low-employment trap. Prices were on a
plateau, with no tendency to decline, despite
high unemployment.

a. What does Gordon mean by a “low-employ-
ment trap”? (Hint: Think about Gordon’s
explanation for the high unemployment rate
in 1939, as discussed in the Making the
Connection.)

b. Why might the fact that prices were not de-
clining despite high unemployment lead to
the conclusion that the economy was in a
low-employment trap?

Source: Robert J. Gordon, “Back to the Future:
European Unemployment Today Viewed from
America in 1939,” Brookings Papers on Economic
Activity, Vol. 19, No. 1, 1988, p. 272.

4.13 In April 2010, Christina Romer, who was then
serving as chair of the President’s Council of
Economic Advisers, argued: “The overwhelming
weight of the evidence is that the current very
high—and very disturbing—levels of overall

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

www.myeconlab.com


and long-term unemployment are not a sepa-
rate, structural problem, but largely a cyclical
one.” Was Romer arguing that the high unem-
ployment in 2010 was largely due to problems

with aggregate demand or to problems with ag-
gregate supply? Briefly explain.

Source: Sewell Chan, “Unemployment Tied to Big
Drop in Demand,” New York Times, April 17, 2010.
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Visit www.myeconlab.com to complete these exercises online and get instant feedback.

DATA EXERCISE

D17.1: Go to www.gpoaccess.gov/eop/tables10.html,
the Economic Report of the President: 2010 Report
Spreadsheet Tables Web site. (For reports after 2010, in
the Web address change the 10 to 11 or 12, depending
on the year.) In the tables, use Table B.2, “Real gross
domestic product, 1960–2009,” to obtain real gross
domestic product and Table B.3, “Quantity and price
indexes for gross domestic product, and percent
changes, 1960–2009,” to obtain the GDP implicit price
deflator.

a. In an AD-AS graph, using the actual values
for real GDP and the GDP implicit price
deflator from the Economic Report of the
President, show equilibrium for 1960 and
for 2007. Assume that the economy was at
equilibrium at potential GDP in both years.

From 1960 to 2007, what happened to long-
run aggregate supply? Given the increase in
the GDP implicit price deflator, did aggre-
gate demand grow more or less than long-
run aggregate supply?

b. In an AD-AS graph, using the actual values
for real GDP and the GDP implicit price
deflator from the Economic Report of the
President, show equilibrium for 1973 and
for 1975. Assume that the economy was 
in equilibrium at potential GDP in 1973 
but in only a short-run equilibrium in 1975.
Given the changes in real GDP and the 
GDP implicit price deflator, what happened
to short-run aggregate supply from 1973 
to 1975?

www.gpoaccess.gov/eop/tables10.html
www.myeconlab.com


C H A P T E R 18
Monetary Theory II: 
The IS–MP Model

LEARNING OBJECTIVES
After studying this chapter, you should be able to:

18.1 Understand what the IS curve is and how 
it is derived (pages 547–557)

18.2 Explain the significance of the MP curve
and the Phillips curve (pages 557–563)

18.3 Use the IS–MP model to illustrate macro-
economic equilibrium (pages 563–571)

18.4 Discuss alternative channels of monetary
policy (pages 571–573)

18A Use the IS-LM model to illustrate macroeco-
nomic equilibrium (pages 582–584)

THE FED FORECASTS THE ECONOMY

It was not good news in July 2010 when the Federal
Reserve reported to Congress that it was lowering its
forecasts for economic growth for the remainder of
2010. The Fed had previously been forecasting that
growth in real GDP for all of 2010 would be about
3.5%, but it lowered the forecast to 3.25%. That was
the first time in more than a year that the Fed had
lowered its forecasts of economic growth. Testifying
before Congress, Federal Reserve Chairman Ben
Bernanke noted that “the housing market remains

weak” and “an important drag on household spending
is the slow recovery in the labor market and the
attendant uncertainty about job prospects.” Bernanke
also noted another factor in the Fed’s lower forecast:
“Financial conditions—though much improved since
the depth of the financial crisis—have become less
supportive of economic growth in recent months.”

The Fed was not alone in mid-2010 in reducing
forecasts of economic growth. Many private forecasters
also expected less growth for the remainder of 2010

546

Key Issue and Question

At the end of Chapter 1, we noted that the financial crisis that began in 2007 raised a series of
important questions about the financial system. In answering these questions, we will discuss
essential aspects of the financial system. Here are the key issue and key question for this chapter:

Issue: By December 2008, the Fed had driven the target for the federal funds rate to near zero.

Question: In what circumstances is lowering the target for the federal funds rate unlikely to be
effective in fighting a recession?

Answered on page 573

Continued on next page



In determining monetary policy, the Fed’s fore-
casts of future economic growth are crucial. The Fed
knows that changes in interest rates and the money
supply affect the economy with a lag, so policies it
implements today will not have their full effect on the
economy for a year or more. Therefore, having some
idea of the likely state of the economy in the future
helps to guide policy today. In preparing its forecasts,
the Fed, foreign central banks, and private forecasters
usually rely on macroeconomic models. In this chap-
ter, we explore a model that helps us analyze how Fed
policies affect key macroeconomic variables.

AN INSIDE LOOK AT POLICY on page 574
discusses four policy options the Federal Reserve was
considering in late 2010 to provide additional stimulus
to the U.S. economy.
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and 2011 than they had anticipated earlier in the year.
The Bank of England reduced its forecast of annual
growth in real GDP in the United Kingdom over the
following three years from 3.6% to 3.0%, noting that
slow growth in the United States would reduce British
exports. French President Nicholas Sarkozy announced
that the French government was lowering its forecast
for growth of real GDP in France during 2011 from
2.5% to 2.0%. These small adjustments to growth rate
forecasts may not seem like a big deal. But in mid-
2010, the unemployment rate in the United States
appeared to be stuck above 9.5%, even though the
2007–2009 recession had ended in July 2009. Without
significantly faster growth in output, there wasn’t
much hope that the economy would return to full
employment before several more years had passed.

Sources: Ben S. Bernanke, “Semiannual Monetary Policy Report to the Congress,” Committee on Banking, Housing, and Urban Affairs, U.S.
Senate, July 21, 2010; Board of Governors of the Federal Reserve System, “Monetary Policy Report to the Congress,” July 21, 2010; Julia
Werdigier and Hiroko Tabuchi, “Blaming a Slow Recovery, the Bank of England Trims Its Economic Forecast,” New York Times, August 11,
2010; and William Horobin, “France Dims Outlook for 2011,” Wall Street Journal, August 21–22, 2010.

18.1

Learning Objective
Understand what the 
IS curve is and how it is
derived.

In Chapter 17, we discussed the basic aggregate demand and aggregate supply (AD–AS)
model. Although that model provides insights into how the price level and the level of real
GDP are determined in the short run, it has some important shortcomings. For one
thing, the AD–AS model implicitly assumes that the full-employment level of real GDP
remains constant when, in fact, it increases each year. Second, the model provides an
explanation of the price level but not of changes in the price level—the inflation rate. Yet
typically we are more interested in the inflation rate than we are in the price level.
Finally, the model doesn’t explicitly take into account how the Fed reacts to changing
economic conditions. In this chapter, we develop the IS–MP model, which provides a
more complete explanation of changes in real GDP, the inflation rate, and the interest rate.

The IS Curve
In this chapter we will build the IS–MP model, which is a more complete macroeco-
nomic model than the aggregate demand and aggregate supply (AD–AS) model.1 We
will use the IS–MP model to analyze the effects of Federal Reserve policy. We should
emphasize that “complete” is a relative term. To be useful, every model must sim-
plify reality. The IS–MP model is more complete than the AD–AS model and can an-
swer questions that the AD–AS model cannot. But the IS–MP model is less complete
than many other macroeconomic models, including some that the Fed uses to pre-
pare its forecasts. Deciding whether a model is too simplified—or not simplified
enough—depends on the context in which the model is being used. For our pur-
poses, the IS–MP model is sufficiently complete to explain the key aspects of Federal
Reserve policy.

IS–MP model A macroeco-
nomic model consisting of
an IS curve, which repre-
sents equilibrium in the
goods market; an MP curve,
which represents monetary
policy; and a Phillips curve,
which represents the short-
run relationship between
the output gap (which is the
percentage difference
between actual and
potential real GDP) and the
inflation rate.

1Economists love acronyms, even if they can sometimes be mysterious. In this case, IS stands for invest-
ment and saving, while MP stands for monetary policy. For a discussion of the historical origins of this
model, see the Making the Connection on pages 564–565.
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The IS–MP model consists of three parts:

1. The IS curve, which represents equilibrium in the market for goods and services.
2. The MP curve, which represents Federal Reserve monetary policy.
3. The Phillips curve, which represents the short-run relationship between the out-

put gap (which is the percentage difference between actual and potential real GDP)
and the inflation rate.

We begin by analyzing the IS curve.

Equilibrium in the Goods Market
We saw in Chapter 17 that economists think of aggregate expenditure on total goods and
services, or real GDP, as being equal to the sum of consumption demand, C; demand for
investment in business plant and equipment, inventories, and housing, I; government pur-
chases of goods and services, G; and net exports (or exports of goods and services minus
imports of goods and services), NX. So, we can write that aggregate expenditure, AE, is:

Recall that gross domestic product (GDP) is the market value of all final goods and
services produced in a country during a period of time, typically one year. Nominal
GDP is calculated using the current year’s prices, while real GDP is calculated using the
prices in a base year. Because real GDP gives a good measure of a country’s output, cor-
rected for changes in the price level, it is the measure of aggregate output that we will
use in this chapter. The goods market includes trade in all final goods and services that
the economy produces at a particular point in time—in other words, all goods that are
included in real GDP. Equilibrium occurs in the goods market when the value of goods
and services demanded—aggregate expenditure, AE—equals the value of goods and
services produced—real GDP, Y. So, at equilibrium:

What if aggregate expenditure is less than real GDP? In that case, some goods that
were produced are not sold, and inventories of unsold goods will increase. For example,
if General Motors produces and ships to dealers 250,000 cars in a particular month but
sells only 225,000, inventories of cars on the lots of GM’s dealers will rise by 25,000 cars.
(Notice that because inventories are counted as part of investment, in this situation,
actual investment spending will be greater than planned investment spending.) If the de-
cline in demand is affecting not just automobiles but other goods and services as well,
firms are likely to reduce production and lay off workers: Real GDP and employment
will decline, and the economy will be in a recession.

If aggregate expenditure is greater than GDP, however, spending will be greater than
production, and firms will sell more goods and services than they had expected. If Gen-
eral Motors produces 250,000 cars but sells 300,000, then inventories of cars on dealers’
lots will decline by 50,000 cars. (In this case, because firms are unexpectedly drawing
down inventories, actual investment spending will be less than planned investment
spending.) The dealers will be likely to increase their orders from GM’s factories. If sales
exceed production, not just for automobiles but for other goods and services as well,
firms are likely to increase production and hire more workers: Real GDP and employ-
ment will increase, and the economy will be in an expansion.

Only when aggregate expenditure equals GDP will firms sell what they expected to
sell. In that case, firms will experience no unexpected changes in their inventories, and
they will not have an incentive to increase or decrease production. The goods market will
be in equilibrium. Table 18.1 summarizes the relationship between aggregate expendi-
ture and GDP.

AE = Y.

AE = C + I + G + NX.

MP curve A curve in the
IS–MP model that
represents Federal Reserve
monetary policy.

Phillips curve A curve
showing the short-run
relationship between the
output gap (or the
unemployment rate) and
the inflation rate.

IS curve A curve in the 
IS–MP model that shows
the combinations of the real
interest rate and aggregate
output that represent
equilibrium in the market
for goods and services.
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Recall from your principles of economics course that using the 45°-line diagram is
one way to illustrate equilibrium in the goods market. The 45°-line diagram analysis
is based on the simplifying assumption that of the four components of aggregate
expenditure—C, I, G, and NX—changes in real GDP affect only C, consumption
spending. To see why consumption depends on GDP, remember that when we meas-
ure the value of total production, we are at the same time measuring the value of total
income. This is true because, for example, when you buy a DVD at Best Buy for $10,
the whole $10—leaving aside the sales tax you pay—becomes someone’s income. Some
of the $10 becomes wages for the person working the cash register, some becomes profit
for Best Buy, some becomes wages for the workers who produced the DVD, and so on.
If we add up the value of all the goods and services purchased, we have also added up
all the current income produced during that period in the economy. (Sales taxes and
some other relatively minor items cause there to be a difference between the value for
GDP and the value for national income, as shown in the federal government’s statistics.
But this difference doesn’t matter for our purposes.)

Studies have shown that households spend more when their current income is ris-
ing and spend less when their current income is falling.2 The relationship between cur-
rent consumption spending and current income, or GDP, is called the consumption
function. Algebraically, we can write:

where MPC stands for the marginal propensity to consume and is a number between zero
and 1. If we look at the effect of changes in GDP on consumption, then 
or the change in consumption divided by the change in GDP, or income. For instance,
if MPC is equal to 0.90, then households are spending $0.90 of every additional dollar
they earn.

Because we are focusing on the effect of changes in GDP on aggregate expenditure,
assuming that I, G, and NX don’t depend on GDP is the same as assuming that their val-
ues are fixed. We can designate a variable with a bar over it as having a fixed value. So,
we have the following expression for aggregate expenditure, substituting in the expres-
sion above for C:

Figure 18.1 graphically shows equilibrium in the goods market using the 45°-line
diagram. On the vertical axis, we measure total spending in the economy, or aggregate

AE = (MPC * Y) + I + G + NX.

MPC = ¢C>¢Y,

C = MPC * Y,

Table 18.1 The Relationship Between Aggregate Expenditure and GDP

If aggregate expenditure is . . . then . . . and . . .

equal to GDP there are no unexpected
changes in inventories

the goods market is in
equilibrium.

less than GDP inventories rise GDP and employment
decrease.

greater than GDP inventories fall GDP and employment
increase.

2Many economists believe that consumption is better explained by a household’s permanent income than
by its current income. A household’s permanent income is the level of income that it expects to receive
over time. A household’s current income might differ from its permanent income due to a temporary job
loss, an illness, winning a lottery, having a year of particularly high or low investment income, and so
forth. For our purposes, we can ignore this complication here.
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expenditure, AE. On the horizontal axis, we measure real GDP, or real total income, Y. The
45° line represents all points that are equal distances from the two axes, or in this case all
the points where AE = Y. Therefore, any point along the 45°-degree line is potentially a
point of equilibrium in the goods market. At any given time, though, equilibrium is the
point where the aggregate expenditure line crosses the 45° line. We draw the aggregate
expenditure line as upward sloping because as GDP increases, consumption spending
increases, while the other components of aggregate expenditure remain constant.

Panel (a) of Figure 18.1 shows that equilibrium in the goods market occurs at out-
put level Y1, where the AE line crosses the 45° line. Panel (b) shows why the goods mar-
ket is not in equilibrium at other levels of output. For example, if the level of output is
initially Y2, aggregate expenditure is only AE2. With spending less than production, there
is an unexpected increase in inventories. Rising inventories cause firms to cut produc-
tion, and the economy will move down the AE line until it reaches equilibrium at out-
put level Y1. If the output level is initially Y3, aggregate expenditure is AE3. With spending
greater than production, there is an unexpected decrease in inventories. Falling inven-
tories cause firms to increase production, and the economy will move up the AE line
until it reaches equilibrium at output level Y1.

Potential GDP and the Multiplier Effect
In Figure 18.1, Y1 is the equilibrium level of GDP, but it is not necessarily the level policy-
makers want to achieve. The Fed’s goal is to have equilibrium GDP close to potential
GDP, which is the level of real GDP attained when all firms are producing at capacity. The
capacity of a firm is not the maximum output the firm is capable of producing. Rather,
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Potential GDP The level
of real GDP attained when
all firms are producing at
capacity.

Figure 18.1 Illustrating Equilibrium in the Goods Market

Panel (a) shows that equilibrium in the goods market occurs at output level
Y1, where the AE line crosses the 45° line. In panel (b), if the level of output 
is initially Y2, aggregate expenditure is only AE2. Rising inventories cause
firms to cut production, and the economy will move down the AE line until 

it reaches equilibrium at output level Y1. If the output level is initially Y3,
aggregate expenditure is AE3. Falling inventories cause firms to increase
production, and the economy will move up the AE line until it reaches
equilibrium at output level Y1.•
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it is the firm’s production when operating on normal hours, using a workforce of nor-
mal size. At potential GDP, the economy achieves full employment, and cyclical unem-
ployment is reduced to zero. So, potential GDP is sometimes called full-employment GDP.
The level of potential GDP increases over time as the labor force grows, new factories
and office buildings are built, new machinery and equipment are installed, and techno-
logical change takes place.

In Figure 18.2, we see what happens if the economy is initially in equilibrium at po-
tential GDP, YP, and then aggregate expenditure falls. Assume that spending on residen-
tial construction declines, so the investment component, I, of aggregate expenditure falls.
As a result, the aggregate expenditure line shifts from AE1 to AE2. With spending now
below production, there is an unintended increase in inventories. Firms respond to the
inventory buildup by cutting production, and the economy moves down the AE line to
a new equilibrium level of output, Y2. Note that the decline in output is greater than the
decline in investment spending that caused it. In the context of this basic macroeconomic
model, autonomous expenditure is expenditure that does not depend on the level of GDP.
So, investment spending, government purchases, and net exports are all autonomous,
while consumption spending is not. A decline in autonomous expenditure results in an
equivalent decline in income, which leads to an induced decline in consumption. For
example, as spending on residential construction declines, homebuilders cut production,
lay off workers, and cut their demand for construction materials. Falling incomes in the
construction industry lead households to reduce their spending on cars, furniture, appli-
ances, and other goods and services. As production declines in those industries, so does
income, leading to further declines in consumption, and so on.

The series of induced changes in consumption spending that result from an initial
change in autonomous expenditure is called the multiplier effect. The multiplier is the
change in equilibrium GDP divided by a change in autonomous expenditure. In symbols,
the multiplier for a change in investment spending is:

How large is the multiplier? It is quite large in our simple model. To see this, recall
that our expression for aggregate expenditure is:

AE = (MPC * Y) + I + G + NX,

Multiplier =
¢Y

¢I
.
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1. A decline in investment
spending shifts down the
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2. … and results in a larger
decline in equilibrium
real GDP.

Figure 18.2

The Multiplier Effect
The economy is initially in equi-
librium at potential GDP, YP, and
then the investment component,
I, of aggregate expenditure falls.
As a result, the aggregate expen-
diture line shifts from AE1 to AE2.
The economy moves down the 
AE line to a new equilibrium 
level of output, Y2. The decline in
output is greater than the decline
in investment spending that
caused it.•

Multiplier effect The
process by which a change
in autonomous expenditure
leads to a larger change in
equilibrium GDP.

Multiplier The change in
equilibrium GDP divided by
a change in autonomous
expenditure.
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and that at equilibrium:

So, substituting, we have:

or, rearranging terms:

If investment changes, while government purchases and net exports remain unchanged,
then we have:

or, rearranging terms:

If, as we assumed earlier, MPC is equal to 0.90, the value of the multiplier equals:

In other words, a decline in investment spending of $1 billion would lead to a decline
in equilibrium real GDP of $10 billion. When multiplier analysis was first developed in
the 1930s by the British economist John Maynard Keynes and his followers, they be-
lieved that a large multiplier effect helped to explain the severity of the Great Depres-
sion: With a large multiplier, a relatively small decline in investment spending could
have led to the large declines in GDP experienced in the United States and Europe.

¢Y

¢I
=

1

(1 - 0.90)
=

1

0.10
= 10.

¢Y

¢I
=

1

(1 - MPC)
.

¢Y =
¢I

(1 - MPC)
,

Y =
I + G + NX

(1 - MPC)
.

Y = (MPC * Y) + I + G + NX,

Y = AE.

Solved Problem 18.1
Calculating Equilibrium Real GDP

Use the following data to calculate the equilibrium level of real GDP and the value of the investment spending multiplier:

NX = - $0.4 billion

G = $1.3 trillion

I = $1.6 trillion

C = MPC * Y = 0.8 * Y

Solving the Problem
Step 1 Review the chapter material. This problem is about calculating equilibrium

real GDP and the value of the multiplier, so you may want to review the section
“Equilibrium in the Goods Market,” which beings on page 548, and the section
“Potential GDP and the Multiplier Effect,” which begins on page 550.
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Step 2 Use the data to calculate equilibrium real GDP. We know that at equilib-
rium aggregate expenditure equals real GDP. The expression for aggregate
expenditure is:

So, at equilibrium:

Substituting the values above gives us:

Step 3 Calculate the value of the multiplier from the data given. The expression
for the investment spending multiplier is:

With MPC = 0.8, the value of the multiplier is:

For more practice, do related problem 1.7 on page 576 at the end of this chapter.

1

(1 - 0.8)
=

1

0.2
= 5.

¢Y

¢I
=

1

(1 - MPC)
.

Y =
$2.5 trillion

0.2
= $12.5 trillion

 0.2Y = $2.5 trillion

Y = 0.8Y + $2.5 trillion

Y = 0.8Y + $1.6 trillion + $1.3 trillion + (- $0.4 trillion)

Y = AE = (MPC * Y) + I + G + NX.

AE = (MPC * Y) + I + G + NX.

Keynes and his followers believed in a large value for the multiplier, which led them
to take an optimistic view of the effectiveness of fiscal policy. Fiscal policy refers to
changes in federal government purchases and taxes intended to achieve macroeconomic
policy objectives. Just as there is a multiplier for investment spending, there is a multi-
plier for government purchases:

So, if the MPC is 0.90, the government purchases multiplier will also equal 10. In
this case, if real GDP is $200 billion below its potential level, Congress and the president
could bring real GDP back to potential GDP using fiscal policy by increasing govern-
ment purchases by $20 billion (= $200 billion/10).

In fact, though, early estimates of the size of the multiplier turned out to be much
too large. Our simple model—similar to those Keynes and his followers used in the
1930s—neglects several factors that cause the multiplier to be smaller than the value we
have given here. These real-world complications include the effect that increases in GDP
have on imports, the price level, interest rates, and individual income taxes.

In early 2009, the Obama administration proposed, and Congress passed, the Amer-
ican Recovery and Reinvestment Act, a $787 billion package of government spending in-
creases and tax cuts that was by far the largest fiscal policy action in U.S. history. In
proposing this policy action, White House economists estimated that the government
purchases multiplier would have a value of 1.57, meaning that each $1 billion increase in

¢Y

¢G
=

1

(1 - MPC)
.

Fiscal policy Changes in
federal government pur-
chases and taxes intended
to achieve macroeconomic
policy objectives.
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government purchases would increase equilibrium real GDP by $1.57 billion. This esti-
mate is a far cry from the simple multiplier of 10 that we computed earlier. But some
economists argued that even an estimate of 1.57 was too high. A few economists even ar-
gued that the government purchases multiplier has a value of less than 1. Estimating an
exact number for the multiplier is difficult because many things happen in the economy
that can affect real GDP. So, isolating the effect of a change in government purchases is
not an easy task, and the debate over the size of the multiplier will likely continue.

Constructing the IS Curve
As we saw in Chapter 15, normally the focus of Fed policy is establishing a target for the
federal funds rate, with the expectation that changes in the federal funds rate will cause
changes in other market interest rates. Therefore, we need to incorporate the effect of
changes in interest rates into our model of the goods market.

As we discussed in Chapter 17, movements in the interest rate affect three compo-
nents of aggregate expenditure: consumption, C; investment, I; and net exports, NX. Here
we are interested in the real interest rate, which is the interest rate most relevant to the
decisions of households and firms in this context. Recall that the real interest rate equals
the nominal interest rate minus the expected inflation rate. An increase in the real inter-
est rate makes firms less willing to invest in plant and equipment and makes households
less likely to purchase new houses, so I declines. Similarly, an increase in the real interest
rate gives consumers an incentive to save rather than to spend, so C declines. And a higher
domestic real interest rate makes returns on domestic financial assets more attractive rel-
ative to those on foreign assets, raising the exchange rate. The rise in the exchange rate
increases imports and reduces exports, thereby reducing NX. A decrease in the real inter-
est rate will have the opposite effect—increasing I, C, and NX.

Panel (a) of Figure 18.3 uses the 45°-line diagram to show the effect of changes in
the real interest rate on equilibrium in the goods market. With the real interest rate
initially at r1, the aggregate expenditure line is AE(r1), and the equilibrium level of out-
put is Y1 (point A). If the interest falls from r1 to r2, the aggregate expenditure line shifts
upward from AE(r1) to AE(r2), and the equilibrium level of output increases from Y1 to
Y2 (point B). If the interest rate rises from r1 to r3, the aggregate expenditure line shifts
downward from AE(r1) to AE(r3), and the equilibrium level of output falls from Y1 to
Y3 (point C).

In panel (b), we use the results from panel (a) to construct the IS curve, which shows
the combinations of the real interest rate and aggregate output where the goods market
is in equilibrium. We know that at every equilibrium point in the 45°-degree line diagram
in panel (a), aggregate expenditure equals total output, or GDP. In panel (b), we plot
these points in a graph that has the real interest rate on the vertical axis and the level of
aggregate output on the horizontal axis. The points A, B, and C in panel (b) correspond
to the points A, B, and C in panel (a). The IS curve is downward sloping because a higher
interest rate causes a reduction in aggregate expenditure and a lower equilibrium level 
of output.

The Output Gap
In Chapter 15, we noted that the Fed’s selection of a target for the federal funds rate
could be explained well by the Taylor rule. With the Taylor rule, the Fed has a target for
the real federal funds rate and adjusts that target on the basis of changes in two variables:
the inflation gap and the output gap. The inflation gap is the difference between the cur-
rent inflation rate and a target rate, and the output gap is the percentage difference be-
tween real GDP and potential GDP. Figure 18.4 shows movements in the output gap
from 1950 through the second quarter of 2010.

Output gap The
percentage difference
between real GDP and
potential GDP.
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During recessions, the output gap is negative because real GDP is below potential
GDP. During expansions, the output gap is positive once real GDP has risen above po-
tential GDP. Figure 18.4 shows that the recessions of 1981–1982 and 2007–2009 were the
most severe of the post-World War II era, as measured by the size of their output gaps.

Because the Federal Reserve focuses on the output gap rather than on the level of
real GDP, it would be useful to incorporate the output gap into our macroeconomic

Figure 18.3 Deriving the IS Curve

Panel (a) uses the 45°-line diagram to show the effect of changes in the real
interest rate on equilibrium in the goods market.With the real interest rate
initially at r1, the aggregate expenditure line is AE(r1), and the equilibrium level
of output is Y1 (point A). If the interest rate falls from r1 to r2, the aggregate
expenditure line shifts upward from AE(r1) to AE(r2), and the equilibrium level

of output increases from Y1 to Y2 (point B). If the interest rate rises from r1 to
r3, the aggregate expenditure line shifts downward from AE(r1) to AE(r2), and
the equilibrium level of output falls from Y1 to Y3 (point C). In panel (b), we
plot the points from panel (a) to form the IS curve. The points A, B, and C in
panel (b) correspond to the points A, B, and C in panel (a).•
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The Output Gap
The output gap is the percentage
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potential GDP. The output gap is
negative during recessions because
real GDP is below potential GDP.

Sources: Congressional Budget
Office and U.S. Bureau of
Economic Analysis.•



556 CHAPTER 18 • Monetary Theory II: The IS–MP Model

model. The graph of the IS curve shown in panel (b) of Figure 18.3 has the level of real
GDP, rather than the output gap, on the horizontal axis. Can we replace the level of real
GDP with the output gap in the IS curve graph? Yes, we can, with the following qualifi-
cation: We should think of changes in the real interest rate as affecting the level of in-
vestment spending, consumption spending, and net exports relative to potential GDP.
For instance, when the real interest rate falls and C, I, and NX increase, the increase in
aggregate expenditure will cause real GDP, Y, to increase relative to potential GDP, YP.
In that case, when we graph the IS curve with the real interest rate on the vertical axis
and the output gap on the horizontal axis, the IS curve is still downward sloping.

Figure 18.5 shows the IS curve graph with the output gap on the horizontal axis. We
use the symbol to distinguish the output gap from real GDP, Y. As a reference, we
have included a vertical line where Y = YP, which is also the point where the output gap
is zero. Normally, we draw graphs with the vertical axis beginning at a value of zero on
the horizontal axis. In this case, though, our graphs are easier to understand if we move
the vertical axis to the left, leaving zero in the middle of the horizontal axis. It’s impor-
tant to note that values to the left of zero on the horizontal axis represent negative val-
ues for the output gap—or periods of recession—and values to the right of zero on the
horizontal axis represent positive values for the output gap—periods of expansion.

Shifts of the IS Curve
We have derived the IS curve by looking at the effect of changes in the real interest rate
on aggregate expenditure, holding constant all other factors that might affect the will-
ingness of households, firms, and governments to spend. Therefore, an increase or a
decrease in the real interest rate results in a movement along the IS curve. Changing
other factors that affect aggregate expenditure will cause a shift of the IS curve. These
other factors—apart from changes in the real interest rate—that lead to changes in ag-
gregate expenditure are called aggregate demand shocks. For example, as we have
seen, spending on residential construction declined rapidly in the United States begin-
ning in 2006. This decline in a component of I was a negative demand shock that
shifted the IS curve to the left. During late 2009 and the first half of 2010, more rapid
economic recoveries in China and Europe than in the United States resulted in an in-
crease in U.S. exports. This increase in NX was a positive demand shock that shifted the
IS curve to the right. Figure 18.6 shows that for any given level of the real interest rate,
positive demand shocks shift the IS curve to the right and negative demand shocks
shift the IS curve to the left.
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Figure 18.5

The IS Curve Using the
Output Gap
This graph shows the IS curve
with the output gap, rather than
the level of real GDP, on the hori-
zontal axis.Values to the left of
zero on the horizontal axis repre-
sent negative values for the output
gap—or periods of recession—
and values to the right of zero on
the horizontal axis represent posi-
tive values for the output gap—
periods of expansion. The vertical
line, Y = YP, is also the point
where the output gap is zero.•
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The MP Curve and the Phillips Curve
The second piece of the IS–MP model is the monetary policy, or MP, curve. The MP
curve represents the Fed’s monetary policy actions in setting a target for the federal
funds rate through the Federal Open Market Committee (FOMC), as we discussed in
Chapter 15. We assume that the Fed chooses a target for the federal funds rate accord-
ing to the Taylor rule. Recall the expression for the Taylor rule from Chapter 15:

The Taylor rule tells us that when the inflation rate rises above the Fed’s target inflation
rate of about 2%, as it did during late 2005 and early 2006, the FOMC will raise its tar-
get for the federal funds rate. And when the output gap is negative—that is, when real
GDP is less than potential GDP, as it began to be in 2007—the FOMC will lower the tar-
get for the federal funds rate.

Although the FOMC can control the target for the federal funds rate, this is a short-
term nominal interest rate, while long-term real interest rates are more relevant in deter-
mining the level of aggregate expenditure. For instance, when people decide whether to
buy a new house, they consider the real interest rate on 30-year mortgage loans, and when
corporations borrow to finance new investment, they look at the real interest rate on
long-term corporate bonds. These factors are sometimes important in implementing
monetary policy, as we will see later. However, we know from Chapter 5 that short-term
interest rates and long-term interest rates tend to rise and fall together. So, when the
FOMC raises or lowers its target for the federal funds rate, long-term interest rates typ-
ically also rise or fall. Similarly, although the federal funds rate is a nominal interest rate,
if expectations of future inflation remain stable, then by raising or lowering its target for
the nominal federal funds rate, the FOMC is typically able to raise or lower the real rate.

The MP Curve
For the reasons described in the preceding section, we assume in the IS–MP model
that the Fed is able to control the real interest rate by changing its target for the fed-
eral funds rate. Figure 18.7 shows the MP curve as a horizontal line at the real inter-
est rate determined by the Fed because we assume that the Fed is able to keep the

+ (1>2 * Output gap)
federal funds rate + (1>2 * Inflation gap)

Federal funds rate target = Current inflation rate + Equilibrium real

18.2

Learning Objective
Explain the significance
of the MP curve and
the Phillips curve.
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Shifts in the IS Curve
For any given level of the real in-
terest rate, positive demand
shocks shift the IS curve to the
right and negative demand
shocks shift the IS curve to 
the left.•
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interest rate constant, despite increases or decreases in the output gap. When the Fed
increases the real interest rate from r1 to r2, the MP curve shifts up from MP1 to MP2;
consumption spending, investment spending, and net exports all decline; the economy
moves up the IS curve; and the value of the output gap changes from to as real
GDP falls relative to potential GDP. When the Fed decreases the real interest rate from
r1 to r3, the MP curve shifts down from MP1 to MP3; consumption spending, invest-
ment spending, and net exports all increase; the economy moves down the IS curve;
and the value of the output gap changes from to as real GDP increases relative
to potential GDP.

The Phillips Curve
The Taylor rule indicates that the Fed typically increases the real interest rate when the
inflation gap is positive—that is, when the current inflation rate is above the Fed’s tar-
get inflation rate of roughly 2%. Raising the real interest rate causes real GDP to decline
relative to potential GDP. With real GDP below its potential level, firms operate below
capacity, and the unemployment rate rises, which puts downward pressure on costs and
prices, ultimately leading to a lower inflation rate. The Fed relies on an inverse relation-
ship between the inflation rate and the state of the economy: When output and employ-
ment are increasing, the inflation rate tends to increase, and when output and
employment are decreasing, the inflation rate tends to decrease.

The first economist to systematically analyze this inverse relationship was the New
Zealand economist A.W. Phillips in 1958. Phillips plotted data on the inflation rate and
the unemployment rate in the United Kingdom and drew a curve showing their av-
erage relationship. Since that time, a graph showing the short-run relationship be-
tween the unemployment rate and the inflation rate has been called a Phillips curve.3

The graph in Figure 18.8 is similar to the one Phillips prepared. Each point on the
Phillips curve represents a combination of the inflation rate and the unemployment
rate that might be observed in a particular year. For example, point A represents the
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The MP Curve
The MP curve is a horizontal line
at the real interest rate determined
by the Fed.When the Fed increases
the real interest rate from r1 to r2,
the MP curve shifts up from MP1
to MP2, the economy moves up the
IS curve, and the value of the out-
put gap changes from to .
When the Fed decreases the real
interest rate r1 to r3, the MP curve
shifts down from MP1 to MP3, the
economy moves down the IS
curve, and the value of the output
gap changes from to .•Y
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3Phillips actually measured inflation by the percentage change in wages rather than by the percentage
change in prices. Because wages and prices usually move roughly together, this difference is not important
to our discussion.
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combination of a 4% unemployment rate and a 4% inflation rate in one year, and
point B represents the combination of a 7% unemployment rate and a 1% inflation
rate in another year.

Economists who have studied the Phillips curve relationship have concluded that
rather than there being a single stable trade-off between inflation and unemployment,
the position of the Phillips curve can shift over time in response to supply shocks and
changes in expectations of the inflation rate. We saw in Chapter 17 that a negative sup-
ply shock, such as an unexpected increase in oil prices, can cause output to fall (and,
therefore, unemployment to rise) at the same time that it causes upward pressure on the
price level, which will increase the inflation rate. Unemployment and inflation both
being higher means that the Phillips curve has shifted up. Changes in households’ and
firms’ expectations about the inflation rate will also shift the position of the Phillips
curve. For example, if workers and firms expect that the inflation rate will be 2% per
year, but they experience an extended period of 4% inflation, they are likely to adjust
their expectations of future inflation from 2% to 4%.

Expectations of inflation become embedded in the economy. For example, if work-
ers believe that the future inflation rate will be 4%, rather than 2%, they know that un-
less their nominal wage increases by at least 4%, their real wage—their nominal wage
divided by the price level—will decline. Similarly, we saw in Chapter 4 that the Fisher
effect indicates that an increase in the expected inflation rate will cause an increase in
nominal interest rates. As workers, firms, and investors adjust from expecting an infla-
tion rate of 2% to expecting an inflation rate of 4%, at any given unemployment rate,
the inflation rate will be 2% higher. In other words, the Phillips curve will have shifted
up by 2%.

Finally, most economists believe that the best way to capture the effect of changes
in the unemployment rate on the inflation rate is by looking at the gap between the cur-
rent unemployment rate and the unemployment rate when the economy is at full em-
ployment, which is called the natural rate of unemployment. The gap between the current
rate of unemployment and the natural rate represents cyclical unemployment because it
is unemployment caused by a business cycle recession raising the unemployment rate
above its full employment level. When the current unemployment rate equals the nat-
ural rate, the inflation rate typically does not change, holding constant expectations of
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The Phillips Curve
The Phillips curve illustrates the
short-run relationship between
the unemployment rate and the
inflation rate. Point A represents
the combination of a 4% unem-
ployment rate and a 4% inflation
rate in one year. Point B repre-
sents the combination of a 7%
unemployment rate and a 1%
inflation rate in another year.•
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inflation and the effects of supply shocks. When the current unemployment rate is
greater than the natural rate, there is slack in the labor market, so wage increases will be
limited, as will firms’ costs of production. So, the inflation rate will decrease. When the
current unemployment rate is less than the natural rate of unemployment, labor mar-
ket conditions will be tight, and wages are likely to increase, which pushes up firms’
costs of production. So, the inflation rate will increase.

Taking all of these factors into account gives us the following equation for the
Phillips curve:

where

= the current inflation rate
= the expected inflation rate
= the current unemployment rate
= the natural rate of unemployment
= a variable representing the effects of a supply shock (s will have a negative value

for a negative supply shock and a positive value for a positive supply shock.)
= a constant that represents how much the gap between the current rate of unem-

ployment and the natural rate affects the inflation rate

The equation tells us that an increase in expected inflation or a negative aggregate
supply shock will shift the Phillips curve up, while a decrease in expected inflation or a
positive supply shock will shift the Phillips curve down.

What might cause the expected rate of inflation to change? Many economists believe
that the main reason households and firms adjust their expectations of inflation is if
they experience persistent rates of actual inflation that are above the rates that they had
expected. For example, inflation during the 1960s averaged about 2% per year but ac-
celerated to 5% per year from 1970 to 1973 and 8.5% per year from 1974 to 1979. These
persistently high rates of inflation led households and firms to revise upward their ex-
pectations of inflation, and the Phillips curve shifted up. Notice that once the Phillips
curve has shifted up, the short-run trade-off between inflation and unemployment
becomes worse. That is, every unemployment rate becomes associated with a higher
inflation rate. As we discussed in Chapter 15, Paul Volcker became Federal Reserve chair-
man in August 1979, with a mandate from President Jimmy Carter to bring down the
inflation rate. When the economy experienced the severe recession of 1981–1982, the
inflation rate declined sharply as the unemployment rate soared and firms experienced
excess capacity. From 1983 to 1986, the inflation rate averaged 3.3% per year. Accord-
ingly, households and firms lowered their expectations of future inflation, and the
Phillips curve shifted down.

Figure 18.9 illustrates the factors that cause the Phillips curve to shift.

Okun’s Law and an Output Gap Phillips Curve
The Phillips curve shows the short-run relationship between the inflation rate and the
unemployment rate. We saw in Figure 18.7 how we can use the IS curve and the MP
curve to illustrate the Fed’s use of monetary policy to affect the output gap. If we could
show the relationship between the output gap and the inflation rate, we could integrate
the Phillips curve into our IS–MP model. That would allow us to illustrate the effects of
changes in the inflation rate on Fed policy and the effects of changes in Fed policy on
the inflation rate. Fortunately, there is a straightforward way of modifying the Phillips
curve to change it from a relationship between the inflation rate and the unemploy-
ment rate to a relationship between the inflation rate and the output gap.

a

s
U*
U
pe
p

p = pe - a(U - U*) - s,
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Okun’s law, named after Arthur Okun, who served as chairman of the President’s
Council of Economic Advisers in the 1960s, conveniently summarizes the relation-
ship between the output gap, and the gap between the current and natural rates of
unemployment, or cyclical unemployment:

Figure 18.10 shows the actual rate of cyclical unemployment and the rate of cycli-
cal unemployment calculated using Okun’s law for the years since 1950. Because the
values track so closely in most years, we can be confident that substituting the output
gap, for cyclical unemployment, in our Phillips curve equation will cap-
ture the effect of changes in the output gap on the inflation rate:

The coefficient b in the equation represents the effect of changes in the output gap on
the inflation rate.

p = pe + bY
'

- s.

(U - U*),Y,
'

Y
'

= -2 * (U - U*).

Y,
'
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Shifts in the Phillips
Curve
An increase in expected inflation
or a negative aggregate supply
shock will shift the Phillips curve
up. A decrease in expected infla-
tion or a positive aggregate supply
shock will shift the Phillips curve
down.•
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Using Okun’s Law to
Predict the Cyclical
Unemployment Rate
Okun’s law states that the output
gap is equal to negative 2 times the
gap between the current unem-
ployment rate and the natural rate
of unemployment. The graph
shows that Okun’s law does a good
job of accounting for the cyclical
unemployment rate.

Sources: Congressional Budget
Office and U.S. Bureau of
Economic Analysis.•

Okun’s law A statistical
relationship discovered by
Arthur Okun between the
output gap and the cyclical
rate of unemployment.
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Figure 18.11 shows our revised Phillips curve, PC, with the output gap on the hor-
izontal axis and the inflation rate on the vertical axis. Notice that with the output gap
version of the Phillips curve, the curve is upward sloping rather than downward slop-
ing, as in Figure 18.8 on page 559. This change in slope occurs because inflation typi-
cally falls when the unemployment rate increases but rises when real GDP increases.
When the output gap equals zero and there are no supply shocks, the actual inflation rate
will equal the expected inflation rate. As with the original Phillips curve, an increase in
expected inflation or a negative supply shock shifts the Phillips curve up, and a decrease
in expected inflation or a positive supply shock shifts the Phillips curve down.
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The Output Gap Version
of the Phillips Curve
This Phillips curve differs from
the one shown in Figure 18.8 by
having the output gap, rather
than the unemployment rate, on
the horizontal axis. As a result, the
Phillips curve is upward sloping
rather than downward sloping.
When the output gap equals zero
and there are no supply shocks,
the actual inflation rate will equal
the expected inflation rate. An in-
crease in expected inflation or a
negative supply shock shifts the
Phillips curve up, and a decrease
in expected inflation or a positive
supply shock shifts the Phillips
curve down.•

Making the Connection

Did the 2007–2009 Recession Break Okun’s Law?
During 2009 and 2010, White House economists were criticized for their inaccurate
predictions of the unemployment rate. In early 2009, Christina Romer, who was then
chair of the President’s Council of Economic Advisers, and Jared Bernstein, economic
adviser to Vice President Joe Biden, predicted that if Congress passed President Barack
Obama’s stimulus program of higher federal government spending and tax cuts, un-
employment would peak at about 8% in the third quarter of 2009 and then decline in
the following quarters. Although Congress passed the stimulus program, the unemploy-
ment rate was 9.7% in the third quarter of 2009. It rose to 10.0% in the fourth quarter
of 2009 and was still at 9.7% in the second quarter of 2010.

Romer and Bernstein were hardly alone in failing to forecast the severity of unem-
ployment during 2009 and 2010. One reason for the faulty forecasts was that the
unemployment rate was significantly higher than would have been expected from the
size of the output gap, given Okun’s law. Figure 18.10 shows that for the whole period
since 1950, Okun’s law does a good job of accounting for movements in the
unemployment rate. The graph on the next page, which covers just the period from
the first quarter of 2007 through the second quarter of 2010, shows that Okun’s law
does not do as well in accounting for movements in the unemployment rate during
the recession of 2007–2009 and its immediate aftermath.
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The graph shows that beginning in 2009, Okun’s law indicates that cyclical
unemployment—the difference between the actual rate of unemployment and the
natural rate of unemployment—should have been about 1% lower than it actually
was. In late 2009 and early 2010, the gap between actual cyclical unemployment and
the level indicated by Okun’s law widened to about 1.5%. What explains the rela-
tively poor performance of Okun’s law during this period? Economists were still
debating this point in late 2010, but some economists saw rising labor productivity
during 2009 and early 2010 as the main explanation. When labor productivity—or
the amount of output produced per worker—increases, firms can produce either
more output with a given number of workers or the same amount of output with
fewer workers. During 2009 and early 2010, many firms appear to have taken the sec-
ond option—maintaining their production levels with fewer workers—thereby lead-
ing to a larger increase in unemployment than many economists had forecast.

Economists have mixed opinions about whether the surge in productivity during
2009–2010 was temporary and whether Okun’s law would return to reliably accounting
for movements in the unemployment rate. Economist Robert J. Gordon of Northwestern
University argues that a decline in unionization and other developments have increased
the willingness of firms to lay off workers in recessions, thereby making it likely that Okun’s
law will continue to have difficulty accounting for unemployment increases during reces-
sions. Other economists argue that the unusual severity of the recession may account for
the inaccuracy of Okun’s law during 2009 and 2010. Okun’s law had similar difficulty in
accounting for the unemployment rate following the severe recession of 1981–1982.

Sources: Christina Romer and Jared Bernstein, “The Job Impact of the American Recovery and Reinvest-
ment Plan,” January 10, 2009; Mary Daly and Bart Hobjin, “Okun’s Law and the Unemployment
Surprise of 2009,” Federal Reserve Bank of San Francisco Economic Letter, March 8, 2009; and Robert J.
Gordon, “The Demise of Okun’s Law and of Procyclical Fluctuations in Conventional and Unconven-
tional Measures of Productivity,” Paper presented at the NBER Summer Institute, July 21, 2010.

Test your understanding by doing related problem 2.10 on page 578 at the end of 
this chapter.
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Equilibrium in the IS–MP Model
We have now developed the three pieces of the IS–MP model: the IS curve, the MP curve,
and the Phillips curve. Figure 18.12 shows a situation of long-run macroeconomic equi-
librium using this model. In panel (a), the IS curve and the MP curve intersect where

18.3

Learning Objective
Use the IS–MP model to
illustrate macro-
economic equilibrium.
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Making the Connection

Where Did the IS–MP Model Come From?
The macroeconomic model we have been discussing in this chapter has deep historical
roots. British economist John Maynard Keynes developed the basic ideas behind the IS
curve in his 1936 book The General Theory of Employment, Interest, and Money. Keynes
was the first economist to discuss in detail the idea that total production would increase
and decrease in response to fluctuations in aggregate expenditure. He believed that the
collapse in aggregate expenditure beginning in 1929 caused the Great Depression.
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Equilibrium in the
IS–MP Model
In panel (a), the IS curve and the
MP curve intersect where the out-
put gap is zero and the real inter-
est rate is at the Fed’s target level.
In panel (b), the Phillips curve
shows that because the output
gap is zero, the actual and ex-
pected inflation rates are equal.•

the output gap is zero and the real interest rate is at the Fed’s target level. In panel (b),
the Phillips curve shows that because the output gap is zero, the actual and expected
inflation rates are equal.
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Keynes did not explicitly draw the IS curve in The General Theory. The IS curve first
appeared in an article written by John Hicks in 1937. Our discussion of the IS curve has
left it something of a mystery as to why it is labeled IS. The mystery is solved by follow-
ing Hicks’s alternative approach to analyzing equilibrium in the goods market. If we look
at a closed economy—one with no imports or exports—then aggregate expenditure
equals C + I + G. And, in equilibrium, Y = C + I + G. We can rearrange this expression
as Y - C - G = I. Because Y - C - G represents output not consumed in the current
period by households or the government, we can think of it as national saving, S. So,
we can say that the goods market is in equilibrium when investment equals national
saving, or I = S, which is why Hicks called the curve showing equilibrium in the goods
market the IS curve. The two approaches to equilibrium in the goods market—(1) Total
output = Aggregate expenditure and (2) Investment = Saving—are exactly equivalent.

Hicks did not use the MP curve in his model. Instead, he used what became known
as the LM curve, with LM standing for “liquidity” and “money.” (In his original article,
Hicks labeled the curve LL.) The LM curve shows combinations of the interest rate and
output that would result in the market for money being in equilibrium. (We discussed
the market for money in Chapter 17.) Hicks’s approach is called the IS–LM model. (See
the appendix on pages 582–584 for a discussion of this model.) A shortcoming of the
IS–LM model is that it assumes that monetary policy takes the form of the Federal Re-
serve’s choosing a target for the money supply. We know, however, that since the early
1980s, the Fed has targeted the federal funds rate, not the money supply. In recent years,
the Fed has paid very little attention to movements in the money supply when conduct-
ing short-term monetary policy. In 2000, David Romer of the University of California,
Berkeley, suggested dropping the LM curve in favor of the MP curve approach that has
become more standard for analyzing monetary policy.

Finally, you can find out more about the original work of A.W. Phillips and Arthur
Okun by reading the articles in the source note below.

Sources: John Maynard Keynes, The General Theory of Employment, Interest, and Money, London:
Macmillan, 1936; John R. Hicks, “Mr. Keynes and the ‘Classics’; A Suggested Interpretation,”
Econometrica, Vol. 5, No. 2, April 1937, pp. 147–159; David Romer, “Keynesian Macroeconomics
Without the LM Curve,” Journal of Economic Perspectives, Vol. 14., No. 2, Spring 2000, pp. 149–169; 
A. W. Phillips, “The Relation Between Unemployment and the Rate of Change of Money Wage Rates 
in the United Kingdom, 1861–1957,” Economica, New Series, Vol. 25, No. 100, November 1958, 
pp. 283–299; and Arthur M. Okun, “Potential GDP: Its Measurement and Significance,” Proceedings of
the Business and Economic Statistics Section of the American Statistical Association, 1962.

Test your understanding by doing related problems 3.6 and 3.7 on page 579 at the
end of this chapter.

Using Monetary Policy to Fight a Recession
Suppose that starting from the situation shown in Figure 18.12, the economy is hit by a
demand shock, as happened, for example, in 2007 when spending on residential construc-
tion declined following the collapse of the housing bubble. Panel (a) of Figure 18.13 shows
that the demand shock causes the IS curve to shift to the left, from IS1 to IS2. Real GDP falls
below potential GDP, so the economy has a negative output gap at and moves into a
recession. Panel (b) shows that a negative output gap pushes the economy down the
Phillips curve, lowering the inflation rate from to . The Fed typically fights reces-
sions by lowering its target for the federal funds rate. This action lowers the real interest
rate, shifting the monetary policy curve from MP1 to MP2. A lower real interest rate leads
to increases in consumption spending, investment spending, and net exports, moving
the economy down the IS curve. Real GDP returns to its potential level, so the output gap
is again zero. In panel (b), the inflation rate rises from back to .p1p2

p2p1
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Complications Fighting the Recession of 2007–2009
As we saw in earlier discussions of Fed policy during the 2007–2009 recession, a smooth
transition back to potential GDP, as shown in Figure 18.13, did not occur. One reason
is that even though we have been assuming in the IS–MP model that the Fed controls
the real interest rate, in fact, the Fed is able to target the federal funds rate but typically
does not attempt to directly affect other market interest rates. Normally, the Fed can
rely on the long-term real interest declining when the federal funds rate declines and
rising when the federal funds rate rises. The recession of 2007–2009 did not represent
normal times, however.

In Chapter 5, we discussed the default risk premium, or the additional yield that an
investor requires for holding a bond with some default risk. During the financial crisis, par-
ticularly after the failure of Lehman Brothers in September 2008, the default risk premium
soared as investors feared that firms would have difficulty repaying their loans or making
the coupon and principal payments on their bonds. Figure 18.14 shows two measures of
how much investors increased the default risk premium they required to buy corporate
bonds rated Baa by Moody’s. The blue line shows the difference between the interest rate
on Baa-rated corporate bonds and the interest rate on 10-year U.S. Treasury notes. The red
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(a) The Fed offsets a shift in the IS curve

1. A decline in aggregate
expenditure shifts
the IS curve to the left,
pushing the economy
into a recession.2.The Fed reduces
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(b) Inflation falls and rises

2. As Fed policy brings
the economy back to
potential GDP, the
economy moves back
up the Phillips curve
and inflation increases.

1. As the recession
begins, the economy
moves down the
Phillips curve and
inflation falls.

PC

Figure 18.13

Expansionary Monetary
Policy
In panel (a), a demand shock
causes the IS curve to shift to the
left, from IS1 to IS2. Real GDP falls
below potential GDP, so the econ-
omy has a negative output gap at

and moves into a recession.
Panel (b) shows that a negative
output gap pushes the economy
down the Phillips curve, lowering
the inflation rate from to .
The Fed lowers the real interest
rate, shifting the monetary policy
curve from MP1 to MP2 and mov-
ing the economy down the IS
curve. Real GDP returns to its po-
tential level, so the output gap is
again zero. In panel (b), the infla-
tion rate rises from back to
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An Increasing Risk
Premium During the
2007–2009 Recession
During the financial crisis of
2007–2009, the default risk pre-
mium soared, raising interest rates
on Baa-rated bonds relative to
those on Aaa-rated bonds and 10-
year U.S. Treasury notes.

Source: Federal Reserve Bank of
St. Louis.•
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2. ...is more than
offset by an
increase in the
risk premium.

1. The Fed’s attempt to
fight the 2007–2009
recession with lower
interest rates…

Figure 18.15

Expansionary Monetary
Policy in the Face of a
Rising Risk Premium
During the recession of
2007–2009, the collapse in spend-
ing on residential construction
shifted the IS curve from IS1 to
IS2, and real GDP fell below poten-
tial GDP at . The Fed responded
by lowering the real interest rate
from r1 to r2, but the increase in
the risk premium caused the real
interest rate actually to increase to
r3, pushing the economy into a
deeper recession at .•Y
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line shows the difference between the interest rate on Baa-rated corporate bonds and the
interest rate on Aaa-rated corporate bonds. Baa-rated bonds are an important source of
funds to firms. Baa is Moody’s lowest investment-grade rating, and the bonds of many
more firms are able to qualify for that rating than for the Aaa rating. For instance, in mid-
2010, only four non financial corporations qualified for Moody’s Aaa rating. So, when the
difference between Baa interest rate and the 10-year Treasury note interest rate soared
from about 1.5% before the financial crisis to more than 6% at the height of the crisis, there
was a significant impact on the ability of many corporations to raise funds by issuing
bonds. Note that Figure 18.14 shows that the increase in the risk premium during the
2007–2009 recession was much greater than the increase during the 2001 recession.

As we have seen, by the end of 2008, the Fed had caused the federal funds rate to fall
nearly to zero, but the rise in the risk premium counteracted the effects of the Fed’s expan-
sionary policy. The Fed attempted to bring down long-term interest rates by taking the un-
usual step of directly buying both 10-year Treasury notes and mortgage-backed securities,
but the Fed was not able to entirely offset the effects of the increase in the risk premium.

Figure 18.15 illustrates the problems the Fed had in implementing an expansion-
ary monetary policy during 2008. The collapse in spending on residential construction
shifted the IS curve from IS1 to IS2,, and real GDP fell below potential GDP at Y
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Making the Connection

Trying to Hit a Moving Target: Forecasting with 
“Real-Time Data”
We saw at the beginning of the chapter that the Fed relies on forecasts from macroeco-
nomic models to guide its policymaking. The Fed uses models similar to the IS–MP
model we have developed in this chapter. To use these models to analyze the current
state of the economy and to forecast future values of key economic variables such as
real GDP and the inflation rate, the Fed relies on data gathered by a variety of federal
government agencies.

One key piece of economic data is GDP, which is measured quarterly by the 
Bureau of Economic Analysis (BEA), part of the Department of Commerce. The advance
estimate of a quarter’s GDP is not released until about a month after the quarter has
ended. This delay can be a problem for the Fed because it means that, for instance, the
Fed will not receive an estimate of GDP for the period from January through March
until the end of April. Presenting even more difficulty for the Fed is the fact that the
advance estimate will be subject to a number of revisions. The preliminary estimate of
a quarter’s GDP is released about two months after the end of the quarter. The final
estimate is released about three months after the end of the quarter. The final estimate
is misleadingly named, though, because the BEA continues to revise its estimates
through the years. For instance, the BEA releases first annual, second annual, and third
annual estimates one, two, and three years after the “final” estimates. Nor is that the end
because benchmark revisions of the estimates will occur in later years.

Why so many estimates? Because GDP is such a comprehensive measure of output
in the economy, it is very time-consuming to collect the necessary data. To provide the
advance estimate, the BEA relies on surveys carried out by the Commerce Department
of retail sales and manufacturing shipments, as well as data from trade organizations,
estimates of government spending, and so on. As time passes, these groups gather ad-
ditional data, and the BEA is able to refine its estimates.

Do these revisions to the GDP estimates matter? Sometimes they do, as the follow-
ing example indicates. At the beginning of 2001, there were some indications that the
U.S. economy might be headed for recession. The dot-com stock market bubble had
burst the previous spring, wiping out trillions of dollars in stockholder wealth. Over-
building of information technology also weighed on the economy. The advance esti-
mate of the first quarter’s GDP, though, showed a reasonably healthy increase in real
GDP of 1.98% at an annual rate. Nothing for the Fed to be worried about? Well, as the
graph on the next page shows, that estimate was revised a number of times over the
years, mostly downward. Currently, BEA data indicate that real GDP actually declined by
1.31% at an annual rate during the first quarter of 2001. This swing of more than 3 per-
centage points is a large difference—one that changes the picture of what happened

The Fed responded by lowering the real interest rate from r1 to r2, which would in nor-
mal circumstances have been sufficient to bring the economy back to potential GDP.
But the increase in the risk premium caused the real interest rate actually to increase to
r3, pushing the economy into a deeper recession at . The economy began to recover
in mid-2009 only after the risk premium began to decline to more normal levels. The
Fed helped to reduce the risk premium by undertaking unconventional policies such as
buying mortgage-backed securities issued by Fannie Mae and Freddie Mac.

Y
'

2



Equilibrium in the IS–MP Model 569

Solved Problem 18.3
Using Monetary Policy to Fight Inflation

Solving the Problem
Step 1 Review the chapter material. This problem is about using the IS–MP model

and the reasons for shifts in the Phillips curve, so you may want to review the
section “The Phillips Curve,” which beings on page 558, and the section “Equi-
librium in the IS–MP Model,” which begins on page 563.

We saw in Chapter 15 that Fed Chairman Paul Volcker
took office in August 1979 with a mandate to bring down
the inflation rate. Use the IS–MP model to analyze how
the Fed can change expectations of inflation to perma-
nently reduce the inflation rate. Be sure that your graphs

include the IS curve, the MP curve, and the Phillips curve.
Also be sure that your graphs show the initial effect of
the Fed’s policy on the output gap and the inflation rate.
Finally, be sure to illustrate how the economy returns to
long-run equilibrium at a lower inflation rate.

during the first quarter of 2001 from one of an economy experiencing moderate growth
to one of an economy suffering a significant decline. The National Bureau of Economic
Research dates the recession of 2001 as having begun in March, but some economists be-
lieve it actually began at the end of 2000. The current BEA estimates of GDP provide
some support for this view.

This example shows that in addition to the other problems the Fed faces in success-
fully conducting monetary policy, it must make its forecasts using data that may be
subject to substantial revisions.

Sources: Federal Reserve Bank of Philadelphia, “Historical Data Files for the Real-Time Data Set,” August
24, 2010; and Bruce T. Grimm and Teresa Weadock, “Gross Domestic Product: Revisions and Source
Data,” Survey of Current Business, Vol. 86, No. 2, February 2006, pp. 11–15.

Test your understanding by doing related problem 3.8 on page 579 at the end of 
this chapter.

Changing estimates
of the growth rate of
real GDP during 2001:I
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Step 2 Describe the policy the Fed would use to reduce the inflation rate and
illustrate your answer with a graph. To permanently reduce the inflation
rate, the Fed needs to reduce the expected inflation rate. The expected inflation
rate will decline if households and firms experience an inflation rate that is per-
sistently lower than the inflation rate they had expected. The Phillips curve tells
us that if real GDP falls below potential GDP, the inflation rate will decline.
The Fed can cause a decline in real GDP by raising the real interest rate. Your
graph should show the MP curve shifting up from MP1 to MP2, the new equi-
librium output gap, , and the reduction in the inflation rate from to 
along the Phillips curve.

Step 3 Show how after the Phillips curve shifts down the Fed can return the econ-
omy to potential output at a lower inflation rate. If the inflation persists at

, households will eventually lower their expectation of the inflation rate from
to . Once that happens, the Fed can lower the real interest rate from r2

back to r1, returning the economy to potential GDP.
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For more practice, do related problem 3.9 on page 579 at the end of this chapter.

Are Interest Rates All That Matter for 
Monetary Policy?
Economists refer to the ways in which monetary policy can affect output and prices as
the channels of monetary policy. In the IS–MP model, monetary policy works through the
channel of interest rates: Through open market operations, the Fed changes the real in-
terest rate, which affects the components of aggregate expenditure, thereby changing
the output gap and the inflation rate. We call this channel the interest rate channel. An
underlying assumption in this approach is that borrowers are indifferent as to how or
from whom they raise funds and regard alternative sources of funds as close substitutes.
Bank loans play no special role in this channel.

The Bank Lending Channel
As we have seen in earlier chapters, households and many firms depend on bank loans for
credit because they have few or no alternative sources of funds. The bank lending channel
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Bank lending channel
A description of the ways in
which monetary policy
influences the spending
decisions of borrowers who
depend on bank loans.

18.4

Learning Objective
Discuss alternative
channels of monetary
policy.  
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of monetary policy emphasizes the behavior of borrowers who depend on bank loans.
In the bank lending channel, a change in banks’ ability or willingness to lend affects
bank-dependent borrowers’ ability to finance their spending plans. This channel’s focus
on bank loans also suggests a modified view of how monetary policy affects the econ-
omy. In this channel, a monetary expansion increases banks’ ability to lend, and in-
creases in loans to bank-dependent borrowers increase their spending. A monetary
contraction decreases banks’ ability to lend, and decreases in loans to bank-dependent
borrowers reduce their spending.

In the interest rate channel, the Fed increases bank reserves through open market
purchases, thereby decreasing the real interest rate and increasing output in the short
run. This increase in output occurs because the decline in the federal funds rate leads,
in turn, to declines in other interest rates that are important to the spending decisions
of households and firms. The predictions of the bank lending channel are similar to
those of the interest rate channel in one respect: When the Fed expands bank reserves
through open market purchases, the increase in bank reserves leads to lower loan inter-
est rates. Many borrowers can choose between bank loans and borrowing from non-
bank sources, so lower bank loan rates lead to lower interest rates in financial markets.

The bank lending channel holds further, however, that monetary policy affects the
economy through the volume of bank lending to and spending by bank-dependent bor-
rowers. In the bank lending channel, an expansionary monetary policy causes aggregate
expenditure to increase for two reasons: (1) the increase in households’ and firms’ spend-
ing from the drop in interest rates, and (2) the increased availability of bank loans. In
other words, if banks expand deposits by lowering interest rates on loans, the amounts
that bank-dependent borrowers can borrow and spend increases at any real interest rate.
Therefore, in the bank lending channel, an expansionary monetary policy is not dependent
for its effectiveness on a reduction in interest rates. Similarly, a contractionary monetary pol-
icy is not dependent for its effectiveness on an increase in interest rates.

The Balance Sheet Channel: Monetary Policy and Net Worth
Monetary policy may also affect the economy through its effects on firms’ balance sheet
positions. Economists have attempted to model this channel by describing the effects of
monetary policy on the value of firms’ assets and liabilities and on the liquidity of bal-
ance sheet positions—that is, the quantity of liquid assets that households and firms
hold relative to their liabilities. According to these economists, the liquidity of balance
sheet positions is a determinant of spending on business investment, housing, and
consumer durable goods. The balance sheet channel describes ways in which, by chang-
ing interest rates, monetary policy affects borrowers’ net worth and spending decisions.
We know that when the information costs of lending are great, high levels of net worth
and liquidity help borrowers to carry out their planned spending.

How does monetary policy affect borrowers’ balance sheets? Recall that information
problems increase the gap between the cost of external and internal funds as a bor-
rower’s net worth falls. That is, a decline in a borrower’s net worth increases the cost of
raising funds for capital investment. Increases in interest rates in response to a contrac-
tionary monetary policy increase the amounts that borrowers with variable-rate loans
pay on their debts and reduce the value of borrowers’ net worth by reducing the pres-
ent value of their assets. This fall in net worth raises the cost of external financing by
more than the increase that is implied by higher interest rates, and it reduces firms’ abil-
ity to invest in plant and equipment. This is the effect that the balance sheet channel
emphasizes. Even if monetary policy has no effect on banks’ ability to lend, the decline in
borrowers’ net worth following a monetary contraction reduces aggregate demand and out-
put. Moreover, the balance sheet channel implies that spending by low-net-worth firms
particularly is likely to fall following a monetary contraction.

Balance sheet channel
A description of the ways in
which interest rate changes
resulting from monetary
policy affect borrowers’ net
worth and spending
decisions.
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Table 18.2 Channels of Monetary Policy

Channel Focuses on . . . Monetary expansion . . . Monetary contraction . . .

Interest rate
channel

interest rates. lowers interest rates, causing
aggregate expenditure to increase.

raises interest rates, causing aggregate
expenditure to decrease.

Bank lending
channel

bank loans. increases banks’ ability to lend 
to bank-dependent borrowers,
causing aggregate expenditure to
increase.

decreases banks’ ability to lend to 
bank dependent borrowers, causing
aggregate expenditure to decrease.

Balance sheet
channel

the link between the net
worth and liquidity of
households and firms and
their spending.

increases net worth and liquidity,
causing aggregate expenditure to
increase.

decreases net worth and liquidity,
causing aggregate expenditure to
decrease.

Read An Inside Look at Policy on the next page for a discussion of four policy op-
tions the Federal Reserve was considering in late 2010 to provide additional stimulus to
the U.S. economy.

Answering the Key Question
Continued from page 546

At the beginning of this chapter, we asked the question:

“In what circumstances is lowering the target for the federal funds rate unlikely to be effective in fight-
ing a recession?”

As we have seen throughout this book, the recession of 2007–2009 was accompanied by a financial
crisis that made the recession unusually severe. The Fed realized by the fall of 2008 that its usual 
policy of fighting recessions primarily by lowering its target for the federal funds rate was unlikely to
be effective. The IS–MP model developed in this chapter provides one explanation of why this was
true. Although the Fed lowered the target for the federal funds rate nearly to zero, an increase in the
risk premium demanded by investors caused the interest rates, such as the Baa bond rate, paid by many
businesses, to rise despite the Fed’s efforts.

The balance sheet channel shares with the interest rate channel and the bank lend-
ing channel the idea that expansionary policy initially decreases interest rates, increas-
ing output, while contractionary policy initially increases interest rates, reducing output.
The balance sheet channel emphasizes the link between households’ and businesses’ net
worth and liquidity and their spending. In the presence of information costs, changes
in net worth and liquidity may significantly affect the volume of lending and economic
activity.

Most economists believe that accepting the bank lending or balance sheet channel
does not require rejecting the interest rate channel’s implication that monetary policy
works through interest rates. Instead, the bank lending and balance sheet channels offer
additional methods by which the financial system and monetary policy can affect the
economy.

Table 18.2 summarizes the key points of these three channels of monetary policy.



Slow Growth Despite Low 
Interest Rates Has Fed Searching 
for New Options

AN INSIDE LOOK AT POLICY

WALL STREET JOURNAL
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Fed Ponders
Bolder Moves
Federal Reserve Chairman Ben
Bernanke opened the door to
bolder steps by the central bank if
the economy continues to falter. . . .

Speaking . . . to world monetary
policymakers gathered in
Wyoming, he said “policy options
are available to provide additional
stimulus” to the U.S. economy,
should it be necessary.

The latest sign of trouble for the
economy came Friday as the Com-
merce Department revised down its
estimate for second-quarter growth
in gross domestic product. . . .

Stumbling GDP growth adds to
the gloom already created by
plunging home sales and other
signs that consumers are shying
away from spending. . . .

“The pace of recovery in output
and employment has slowed
somewhat in recent months,”
Mr. Bernanke said in his speech. . . .
he also made clear the Fed would
respond if . . . growth continues to
falter. . . .

Mr. Bernanke sketched out four
options the Fed could deploy to
boost the economy. At the top of
the list is the resumption of a pro-
gram of long-term securities pur-
chases by the Fed, which could help

c

to drive already-low long-term in-
terest rates down even more. The
Fed can’t use its traditional lever of
pushing short-term interest rates
down because it has already pushed
them to near zero.

Another option would be to
lower the interest rate banks get for
reserves they keep with the Fed,
even though it’s already quite low,
Mr. Bernanke said. . . . The Fed
could promise to keep short-term
interest rates low for a longer pe-
riod than markets currently expect.
A final option, which Mr. Bernanke
ruled out . . . would be to raise the
Fed’s inflation target to more than
2%, from its current informal tar-
get of 1.5% to 2%. . . .

One of the biggest potential
challenges is stagnation in hiring,
or a return to declining payrolls—
which would choke off momentum
for the private sector to grow. “If
the labor market starts to shrink
again, it has effects on both work-
ers’ confidence and on their in-
comes and that tends to reinforce
the downside,” said Goldman Sachs
economist Ed McKelvey. . . .

Many companies are socking
away cash, rather than investing in
new projects, in part to guard
against risks they see emerging. . . .

“This is what business has been
trying to tell policymakers all along—
that confidence isn’t high, uncertainty
is great and there’s a reluctance to take

574

on risk,” said Ronald DeFeo, chief
executive of Terex Corp., a . . . heavy
equipment maker.

Mr. DeFeo . . . hasn’t shifted
back into cutback mode. “All we’re
doing,” he says, “is trying to go to
those markets in the world where
business and opportunity are better
matched than in the U.S.”

Richard Mershad, chief executive
of Micro Electronics Inc., . . . said
U.S. consumers remain extremely
cautious in their spending. . . .

Fed officials disagree on whether
more action is needed and whether
the steps the Fed chairman outlined
would be effective. The consensus-
driven Fed chief is weighing the ar-
guments among the dozen regional
Fed bank chiefs and the four other
Fed board members who have a say
in Fed policy as he assesses whether
to do more.

“None of the (Fed’s options)
would move the needle signifi-
cantly on either the economy or the
risk of deflation,” Harvard profes-
sor Martin Feldstein said. . . . Inter-
est rates are already very low, he
noted, but that has not generated
much consumer or investment de-
mand. “He’s in a bad spot.” . . .

Source: The Wall Street Journal, from “Fed
Ponders Bolder Move” by Jon Hilsenrath
and Sudeep Reddy. Copyright 2010 by
Dow Jones & Company, Inc. Reproduced
with permission of Dow Jones & Company,
Inc. via Copyright Clearance Center.



Key Points in the Article
At a meeting of world policymakers,
Ben Bernanke described four policy
options the Federal Reserve was
considering to provide additional stimu-
lus to the U.S. economy: (1) resuming
purchases of long-term securities, 
(2) lowering the interest rate banks
receive for reserves they keep with the
Fed, (3) promising to keep short-term
interest rates low for a longer period
than markets expected, and (4) raising
the Fed’s inflation target. Many compa-
nies were holding cash rather than using
it to invest in new projects due to
emerging risks. Fed officials disagreed
on whether more action was needed
and whether the steps the Fed chairman
outlined would be effective. In an at-
tempt to reach a policy consensus,
Bernanke weighed arguments made by
Federal Reserve Bank presidents and
other members of the central bank’s
Board of Governors. Harvard economist
Martin Feldstein expressed his opinion
that none of the Fed’s options was likely
to significantly boost the economy or
reduce the risk of deflation.

Analyzing the News
The Federal Reserve holds an 
annual retreat for policymakers from

the United States and other countries at
Jackson Hole, Wyoming. At the 2010
retreat, Ben Bernanke described four
policy options that the Fed could use to
stimulate the U.S. economy. Around the
same time, the Department of Com-
merce announced that it had revised its
second-quarter estimate of real GDP
growth from 2.4% to 1.6%.

Mr. Bernanke’s policy options 
included purchases of long-term se-

curities, which would increase the prices
of the securities and lower their yields.
Lowering the federal funds rate—it was
less than 0.20% in August—was not a
realistic option. The graph above is

similar to panel (a) of Figure 18.13 on
page 566. It shows an initial long-run
equilibrium at Y =YP. A decline in
aggregate expenditure shifts the IS
curve to the left, producing an output
gap equal to . This represents the
impact of the housing and financial
crises that caused the recession in 2007.
The shift from MP1 to MP2 shows the
effect of expansionary monetary policy
in reducing the real interest rate, from
r1 to r2. The graph in Figure 18.15 on
page 567 includes an upward shift in
MP due to an increased default risk pre-
mium in 2008, but Figure 18.14 on
page 567 shows that this risk premium
had been reduced by 2010. The graph
above illustrates the problem facing the
Fed: It can try to reduce the real interest 
below r2, but even an interest rate of
zero is not enough to eliminate the
output gap.

The comments made by Ronald 
DeFeo and Richard Mershad imply

that the economy’s sluggish perform-
ance was not because real interest rates
were too high, but the degree of risk
and uncertainty in the economy was
causing businesses and consumers to
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hold back on spending, especially for
new investment. An improvement in
business and consumer expectations
could shift the IS curve to the right and
eventually eliminate the output gap.

THINKING CRITICALLY ABOUT
POLICY
1. Draw a graph similar to panel (a) of

Figure 18.13 that is consistent with
the graph on this page. Your graph
should include a Phillips curve. The
Phillips curve represents the short-
run relationship between inflation
and unemployment, but the graph in
panel (b) of Figure 18.13 measures
the output gap, rather than unem-
ployment, along the horizontal axis.
How can a Phillips curve be included
in a graph that does not represent
the relationship between inflation
and the unemployment rate?

2. The article mentions that Ben
Bernanke ruled out using one of the
Fed’s policy options, increasing the
Fed’s target inflation rate. Why
would the Federal Reserve chairman
be reluctant to allow the inflation
target to rise?
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CHAPTER SUMMARY AND PROBLEMS
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KEY TERMS AND CONCEPTS

The IS Curve
Understand what the IS curve is and how it is derived.

SUMMARY
The IS–MP model is a more complete macroeconomic
model than the aggregate demand and aggregate sup-
ply (AD–AS) model. The IS–MP model consists of
three parts: (1) the IS curve, (2) the MP curve, and 
(3) the Phillips curve. Equilibrium in the goods
market occurs where aggregate expenditure equals real
GDP. Autonomous expenditure is expenditure that
does not depend on the level of GDP. The series of in-
duced changes in consumption spending that result
from an initial change in autonomous expenditure is
called the multiplier effect. The change in equilibrium
GDP divided by the change in autonomous expendi-
ture is called the multiplier. Fiscal policy refers to
changes in federal government purchases and taxes in-
tended to achieve macroeconomic policy objectives.
Policymakers have a goal of bringing the economy to
equilibrium where real GDP equals potential GDP,
which is the level of real GDP attained when all firms
are producing at capacity. The IS curve shows all the
combinations of output, or real GDP, and the real inter-
est rate where the goods market is in equilibrium. The
output gap is the percentage difference between real
GDP and potential GDP. The IS curve shifts as a result
of aggregate demand shocks, which are factors, other
than changes in the real interest rate, that lead to
changes in aggregate expenditure.

Review Questions

1.1 Define the following terms:

a. IS curve

b. MP curve

c. Phillips curve

1.2 What are inventories? Briefly explain what hap-
pens to the level of inventories when aggregate
expenditure is greater than real GDP, what hap-
pens when aggregate expenditure is less than
real GDP, and what happens when aggregate ex-
penditure is equal to real GDP.

1.3 Draw a 45°-line diagram showing an equilib-
rium in the goods market. Label the equilibrium
level of real GDP, Y1. Now show on your graph
the situation when real GDP is equal to Y2,
where Y2 is greater than Y1, and the situation
when real GDP is equal to Y3, where Y3 is less
than Y2. Be sure that your graph shows the level
of aggregate expenditure and the level of unin-
tended changes in inventories at Y1, Y2, and Y3.

1.4 What is the multiplier? Briefly describe the mul-
tiplier effect. What is the MPC? What is the rela-
tionship between the MPC and the multiplier?

1.5 What is the IS curve? What causes a movement
along the IS curve? What causes the IS curve to
shift?

1.6 What is potential GDP? What is the output gap?

Problems and Applications

1.7 [Related to Solved Problem 18.1 on page 552]
Use the following data to calculate the values of
equilibrium output and the investment spend-
ing multiplier:

C = MPC Y = 0.75 Y

NX = - $0.5 billion

G = $1.7 trillion

I = $2.3 trillion

**

18.1
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1.8 Briefly explain whether you agree with the fol-
lowing argument:

Potential GDP is the level of real GDP
attained when all firms are producing at
capacity. Firms have the capacity to operate 
24 hours per day if they have to, but they
rarely do. Therefore, because firms can
almost always produce much more output
than they actually do, real GDP is almost
always well below potential GDP.

1.9 Why does a change in the real interest rate shift
the aggregate expenditure line in the 45°-line
diagram, but not shift the IS curve?

1.10 In each of the following situations, briefly
explain whether the IS curve will shift and, if it
does shift, in which direction it will shift:

a. Consumers become more optimistic about
their future incomes.

b. The federal government cuts the corporate
profit tax.

c. The real interest rate rises.

d. Firms become pessimistic about the future
profitability of spending on new information
technology.

1.11 How would the size of the multiplier affect the
slope of the IS curve? (Hint: In the 45°-line dia-
gram, how does the multiplier affect the change
in the equilibrium level of real GDP for a given
change in the real interest rate?)

1.12 Other than in response to changes in real inter-
est rates, if the aggregate expenditure line shifts
in the 45°-line diagram, must the IS curve shift
also? Briefly explain.

1.13 Some economists believe that during a reces-
sion, business demand for investment in facto-
ries, office buildings, and machinery becomes
less sensitive to changes in the real interest rate.
If these economists are correct, how might the
IS curve be different during expansions than
during recessions? Illustrate your answer by
drawing an IS curve graph.

The MP Curve and the Phillips Curve
Explain the significance of the MP curve and the Phillips curve.

SUMMARY
The MP curve represents the Fed’s monetary policy ac-
tions. The MP curve is a horizontal line at the real in-
terest rate determined by the Fed. The Phillips curve is
a graph showing the short-run relationship between
the inflation rate and the unemployment rate. Accord-
ing to Okun’s law, the output gap is equal to the differ-
ence between the current level of unemployment and
the natural rate of unemployment multiplied by -2.
We can use Okun’s law to modify the Phillips curve
from a relationship between the inflation rate and the
unemployment rate to a relationship between the
inflation rate and the output gap.

Review Questions

2.1 How can changes in the federal funds rate,
which is a short-term nominal interest rate,
cause changes in short-term real interest 
rates? How can changes in the federal funds 

rate cause changes in long-term real interest
rates?

2.2 What is the MP curve? Why is it a horizontal
line? How is the Fed able to change the position
of the MP curve?

2.3 When the Federal Reserve raises the real interest
rate, does the economy move up or down the IS
curve, and does the value of the output gap
increase or decrease?

2.4 What is the Phillips curve? Why is there an in-
verse relationship between inflation and unem-
ployment? On the Phillips curve, when the
unemployment rate equals the natural rate of
unemployment, what does the actual inflation
rate equal?

2.5 What factors cause the Phillips curve to shift?

2.6 What is Okun’s law? How can Okun’s law be
used to derive an output gap Phillips curve?

18.2
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Equilibrium in the IS–MP Model
Use the IS–MP model to illustrate macroeconomic equilibrium.

SUMMARY
In the IS–MP model, the IS curve and the MP curve
intersect where the output gap is zero and the real in-
terest rate is at the Fed’s target level. If the economy

suffers from a demand shock that shifts the IS curve to
the left, the Fed can attempt to bring the economy
back to potential GDP by reducing the real interest
rate, thereby shifting down the MP curve. During the

18.3

Problems and Applications

2.7 A columnist in the Wall Street Journal argues:
“Whether you’re a borrower or a saver, what
matters isn’t the nominal interest rate but the
‘real,’ post-inflation rate of return.” Do you
agree? Briefly explain.

Source: Brett Arends, “What Deflation Means for Your
Wallet,” Wall Street Journal, July 7, 2010.

2.8 In a column in the New York Times, Harvard
economist Edward Glaeser argues: “Theory and
data both predict that the 1.2 percentage point
drop in real interest rates that America experi-
enced between 1996 and 2006 should cause a
[housing] price increase of somewhat less than
10 percent. . . .”

a. How can the Fed cause the real interest rate
to increase or decrease?

b. Why would a decline in real interest rates
cause an increase in housing prices?

Source: Edward Glaeser, “Did Low Interest Rates
Cause the Great Housing Convulsion?” New York
Times, August 3, 2010.

2.9 In each of the following situations, briefly ex-
plain whether the short-run Phillips curve with
the unemployment rate on the horizontal axis
will shift, and if it does shift, in which direction
it will shift:

a. The expected inflation rate decreases.

b. The actual inflation rate increases.

c. The price of oil substantially decreases.

d. Cyclical unemployment increases.

e. Favorable weather conditions result in
bumper agricultural crops.

2.10 [Related to the Making the Connection on
page 562] A columnist in the New York Times

writes: “So, according to Okun’s Law, the
unemployment rate should have gone from 
7.4 percent at the start of [2009] to 9 percent a
year later. Instead it was 10 percent in December
[2009], and not much lower in January [2010].”

a. What is Okun’s law?

b. What explains the data the columnist is quot-
ing?

Source: Louis Uchitelle, “A Broken Economic Law,”
New York Times, February 22, 2010.

2.11 If households and firms change from expecting
mild inflation to expecting mild deflation, how
will the Phillips curve shift? Draw an output 
gap Phillips curve graph to illustrate your
answer.

2.12 The natural rate of unemployment is sometimes
referred to as the non accelerating inflation rate
of unemployment. Using Phillips curve analysis,
if the unemployment rate differs from the natu-
ral rate of unemployment, will the inflation rate
in the economy change?

2.13 Why does the inverse relationship between the
inflation rate and the unemployment rate on
the Phillips curve hold only in the short run? In
the long run, what happens when the actual
inflation rate differs from the expected inflation
rate?

2.14 Structural changes in the construction industry
and the automobile industry in the mid- to late
2000s, as explained in Chapter 17, may have re-
sulted in a new higher natural rate of unemploy-
ment. How would an increase in the natural 
rate of unemployment affect the short-run
Phillips curve? Consider both the unemploy-
ment rate version of the Phillips curve and the
output gap version of the Phillips curve.

www.myeconlab.com
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2007–2009 recession, the Fed cut its target for the fed-
eral funds rate nearly to zero, but the expansionary
effect was offset by an increase in the default risk
premium.

Review Questions

3.1 Draw graphs showing long-run macroeconomic
equilibrium in the IS–MP model. One of your
graphs should show the output gap version of
the Phillips curve. In long-run equilibrium,
what does the output gap equal, and what is true
about the actual and expected inflation rates?

3.2 When the Federal Reserve lowers the real inter-
est rate, does the MP curve shift? Does the IS
curve shift? Does the output gap Phillips curve
shift? Briefly explain.

3.3 When the Federal Reserve lowers the real inter-
est rate, what happens to the output gap and to
the actual inflation rate?

3.4 What is the default risk premium, and why did it
dramatically increase during the 2007–2009
recession? How did this increase affect the MP
curve and the output gap?

Problems and Applications

3.5 Use the IS–MP model (including the output gap
Phillips curve) to analyze how the Federal Re-
serve would respond to a significant positive de-
mand shock. Assume that the economy was in
long-run macroeconomic equilibrium before
the demand shock. Use a graph to show both the
effect of the positive demand shock and how the
Fed might respond.

3.6 [Related to the Making the Connection on
page 564] John Maynard Keynes and John
Hicks developed a model of the economy in
which total output is determined solely by total
spending with little or no consideration of the
supply (production) side of the economy. Why
would Keynes and Hicks writing during the
Great Depression be likely to develop a model
of the economy that focused only on total
spending?

3.7 [Related to the Making the Connection on
page 564] John Hicks, in his original macroeco-
nomic model, the IS–LM model, developed the
LM curve to show the combinations of the real

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

interest rate and output that result in equilib-
rium in the market for money. The LM curve as-
sumes that monetary policy takes the form of
the Federal Reserve choosing a target for the
money supply. Why would Paul Romer in 2000
suggest dropping the traditional LM curve and
replacing it with the MP curve?

3.8 [Related to the Making the Connection on
page 568] Chapter 17 discussed whether the
Federal Reserve and the government should
attempt to “fine-tune” the economy—smooth
almost every fluctuation in GDP or inflation—
with stabilization policy, or, instead, should
focus on long-run objectives, such as low infla-
tion or steady economic growth, and restrict the
use of activist policy to fighting major down-
turns in the economy. Does the reality that the
Fed and the government must rely on “real-time
data” that is subject to revisions weaken or
strengthen the argument against fine-tuning 
the economy with activist stabilization policy?
Explain.

3.9 [Related to Solved Problem 18.3 on page 569]
Suppose the Fed is concerned that deflation
would harm the economy over the long run. Use
the IS–MP model (including the output gap
Phillips curve in all your graphs) to analyze how
the Federal Reserve would fight deflation.

a. Use an IS–MP model graph to show long-run
macroeconomic equilibrium with a deflation
rate of 2%.

b. If the Fed wants the economy to return to a
long-run equilibrium with an inflation rate
of 2%, how should it change its target for the
federal funds rate? Use an IS–MP model
graph to show the effects of this change in the
target for the federal funds rate. What hap-
pens to the output gap and to the actual
inflation rate?

c. Use an IS–MP model graph to illustrate 
and explain how the economy returns 
to long-run equilibrium at the higher
inflation rate.

3.10 [Related to the Chapter Opener on page 546]
In an article titled “The Strategy of Monetary
Policy,” Professor Alan Blinder, then Vice Chair-
man of the Board of Governors of the Federal

www.myeconlab.com
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Reserve System, asked the following rhetorical
questions:

Why don’t we [the Fed] just wait and see
what happens? If inflation starts rising, hit
the economy with higher interest rates. If
unemployment starts rising, do the reverse.
I [Professor Blinder] call this the Bunker Hill
[a reference to the Revolutionary War battle
during the siege of Boston] strategy: Wait
until you see the whites of their eyes and then
fire. Why don’t we do that?

Visit www.myeconlab.com to complete these exercises online and get instant feedback.

a. In essence, why can’t the Fed use 
what Blinder calls the Bunker Hill 
strategy?

b. Why does the Federal Reserve need reason-
ably accurate forecasts of the economy to
pursue and achieve successful monetary
policy?

Source: Alan S. Blinder, “The Strategy of Monetary
Policy,” Federal Reserve Bank of Minneapolis, The
Region, September 1995.

Are Interest Rates All That Matter for Monetary Policy?
Discuss alternative channels of monetary policy.

SUMMARY
Economists refer to the ways in which monetary policy
can affect output and prices as the channels of mone-
tary policy. In the IS–MP model, monetary policy
works through the channel of interest rates. House-
holds and many firms depend on bank loans for credit.
The bank lending channel of monetary policy empha-
sizes the behavior of borrowers who depend on bank
loans. In this channel, an expansionary monetary pol-
icy is not dependent for its effectiveness on a reduction
in interest rates. The balance sheet channel describes
how interest rate changes resulting from monetary
policy affect borrowers’ net worth.

Review Questions

4.1 What do economists mean by the channels of
monetary policy?

4.2 What is the interest rate channel?

4.3 What is the bank lending channel? What key
economic fact does this channel focus on?

4.4 What is the balance sheet channel? How does an
increase in interest rates reduce a firm’s net
worth? How does a reduction in a firm’s net
worth affect the cost of external funding, partic-
ularly for low-net-worth firms?

Problems and Applications

4.5 When the Federal Reserve changes the real interest
rate to affect the output gap and inflation rate, do
the bank lending channel and the balance sheet
channel reinforce or partially negate the effect of
the change in the real interest rate? Explain.

4.6 In the bank lending channel, an expansionary
monetary policy is not dependent for its effec-
tiveness on a reduction in interest rates, and a
contractionary monetary policy is not depend-
ent for its effectiveness on an increase in interest
rates. How can an expansionary monetary pol-
icy be effective without reducing interest rates to
stimulate spending, and how can a contrac-
tionary monetary policy be effective without in-
creasing interest rates to slow down spending?

4.7 Would you expect the bank lending channel of
monetary policy to have a larger or a smaller
effect in emerging economies, such as Brazil or
India, than in the United States? Briefly explain.

4.8 Over time, as our financial system expands and
develops additional sources of financing for
small- to medium-sized firms, such as asset-
backed securities, would the bank lending chan-
nel become larger or smaller? Briefly explain.

18.4
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D18.1: Go to www.gpoaccess.gov/eop/, the Web site for
the Economic Report of the President. On the
left of the screen, go to “Downloadable
Reports/Tables” and in the “Statistical Tables”
click on 2010. In the tables, use Table B.42,
“Civilian Unemployment Rate, 1962–2009” to
obtain the annual unemployment rate and
Table B.60, “Consumer Price Indexes for Major
Expenditure Classes, 1965–2009,” to obtain the
annual consumer price index (CPI). Using the
CPI value for all items, calculate the annual
inflation rate from 1966 to the present. Note
that the tables in the Economic Report of the
President are Excel spreadsheets, so the annual

inflation rate can be easily calculated using the
formula for the inflation rate with Excel’s
formula bar. For each of the following periods,
does the relationship between the annual
unemployment rate and the annual inflation
rate support a movement along the short-run
Phillips curve or a shift in the Phillips curve?
And if it supports a shift, was it a negative
shock or a positive shock?

a. 1966–1969

b. 1973–1975

c. 1992–1994

d. 2000–2002

DATA EXERCISE

www.gpoaccess.gov/eop/
www.myeconlab.com
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18A Use the IS-LM model to illustrate macroeconomic equilibrium.

The IS–MP model that we developed in this chapter assumes that the Fed targets the fed-
eral funds rate and uses open market operations to adjust the level of reserves in the bank-
ing system in order to hit its target. We used the IS–MP model because the Fed and many
other central banks today use as their monetary policy target a short-term bank lending
rate, such as the federal funds rate. At one time, though, some central banks targeted the
money supply rather than a short-term interest rate. The IS–LM model, which we noted
in the Making the Connection on pages 564–565 was first developed by British economist
John Hicks in 1937, is similar to the IS–MP model. The difference is the IS–LM model as-
sumes that the Fed is targeting the money supply rather than the federal funds rate.

Both the IS–MP and IS–LM models use the IS curve to show the negative relation-
ship between real interest rates and expenditures in the market for goods and services.
The IS–LM model differs from the IS–MP model because it includes the market for
money, which we introduced in Chapter 17. The IS–LM model assumes that the Fed is
targeting the level of the money stock and, so, substitutes an LM curve for the MP curve.
The LM curve shows the combinations of the interest rate and the output gap that 
result in equilibrium in the market for money.

Deriving the LM Curve
To derive the LM curve, we use the market for money model from Chapter 17. In that
chapter, we assumed that equilibrium in the market for money determined the short-
term nominal interest rate. Because equilibrium in the goods market, as shown by the IS
curve, depends on the real interest rate, we will make the simplifying assumption that the
expected inflation rate is constant so that a change in the nominal interest rate is equiv-
alent to a change in the real interest rate. In addition, we will assume movements in short-
term rates result in corresponding movements in the long-term interest rates that are
important for consumption and investment decisions. If these assumptions hold, then the
equilibrium long-term real interest rate is determined in the market for money.

To derive the LM curve, we consider what happens to the demand for real balances
when the output gap, or the percentage difference between real GDP and potential GDP,
increases. (Note that we are measuring output as the output gap rather than as the level
of output, to be consistent with the IS–MP model.) In panel (a) of Figure 18A.1, the
economy begins in equilibrium at point A. A change in the output gap from to 
causes the demand for real balances to shift from to . The demand for real bal-
ances increases as output increases because households and firms need larger money
balances to finance the increased transactions that result from higher levels of output.
As the demand for real balances increases, the real interest rate must increase from r1 to
r2 in order to maintain equilibrium in the market for money at point B. This analysis tells
us that, holding the supply of real balances constant, in the market for money, higher 
levels of output are associated with higher levels of the real interest rate. Panel (b) of
Figure 18A.1 plots the combinations of the interest rate and the output gap from the
equilibrium points A and B in panel (a). If we continued to vary the level of output in
panel (a), we would trace out the combinations shown on the LM curve in panel (b). In
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IS–LM model A
macroeconomic model of
aggregate demand that
assumes that the central
bank targets the money
supply.

LM curve A curve that
shows the combinations of
the interest rate and the
output gap that result in
equilibrium in the market
for money.
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Figure 18A.1 Deriving the LM Curve

other words, the LM curve shows all the combinations of the real interest rate and the
output gap that result in equilibrium in the market for money.

Shifting the LM Curve
If factors that affect the demand or supply for real balances, other than output, change,
then the LM curve will shift. For example, Figure 18A.2 shows the effect of an increase
in the money supply on the LM curve. In panel (a), the market for money begins in
equilibrium at point A. The Fed then increases the supply of real balances from 
to . The real interest rate falls from r1 to r2, and equilibrium in the market for
money is restored at point B. In panel (b), we show that the result of the increase in real
money balances is to shift the LM curve to the right, from LM1 to LM2. Compared with
point A—which corresponds to point A in panel (a)—at point B, the output gap 
remains the same, while the real interest rate is lower.

Monetary Policy in the IS–LM Model
In Figure 18A.3, we bring together the IS curve and the LM curve. Where the two curves
cross, we have equilibrium in both the goods market and the market for money. We can
use this graph to illustrate the effects of the Fed conducting an expansionary monetary
policy that consists of increasing the supply of real balances rather than decreasing the
target for the federal funds rate. At the initial equilibrium at point A, real GDP is below
potential real GDP at . As we saw in Figure 18A.2, increasing the supply of real bal-
ances shifts the LM curve to the right. If the Fed increases real money balances suffi-
ciently to shift the LM curve from LM1 to LM2, equilibrium will move to point B with
real GDP at its potential level, while the real interest rate will fall from r1 to r2.
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In panel (a), the economy begins in equilibrium at point A. A change in the
output gap from to causes the demand for real balances to shift from

to . The real interest rate must increase from r1 to r2 in order to
maintain equilibrium in the market for money at point B.

Panel (b) plots the combinations of the interest rate and the output gap from
the equilibrium points A and B in panel (a). The LM curve shows all the
combinations of the real interest rate and the output gap that result in
equilibrium in the market for money.•
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Expansionary Monetary
Policy
At the initial equilibrium at point
A, real GDP is below potential real
GDP. Increasing the supply of real
balances shifts the LM curve to
the right, from LM1 to LM2. Equi-
librium will move to point B with
real GDP at its potential level,
while the real interest rate will fall
from r1 to r2.•
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Figure 18A.2 Shifting the LM Curve

In panel (a), the market for money begins in equilibrium at point A. The Fed
then increases the supply of real balances from to . The real
interest rate falls from r1 to r2, and equilibrium in the market for money is

restored at point B. In panel (b), we show that the result of the increase in real
money balances is to shift the LM curve to the right, from LM1 to LM2.•(M/P)S

2(M/P)S
1

IS–LM model, p. 582 LM curve, p. 582

KEY TERMS



Adaptive expectations: The assumption that people make
forecasts of future values of a variable using only past val-
ues of the variable. (p. 168)

Adverse selection: The problem investors experience in dis-
tinguishing low-risk borrowers from high-risk borrowers
before making an investment; in insurance, the problem
that those most likely to buy insurance are also most likely
to file claims. (p. 255)

Aggregate demand (AD) curve: A curve that shows the rela-
tionship between aggregate expenditure on goods and serv-
ices and the price level. (p. 516)

Aggregate demand shock: A change in one of the compo-
nents of aggregate expenditure that causes the IS curve to
shift. (p. 556)

Aggregate supply: The total quantity of output, or GDP, that
firms are willing to supply at a given price level. (p. 520)

Appreciation: An increase in the value of a currency in
exchange for another currency. (p. 225)

Asset: Anything of value owned by a person or a firm; in
particular, a financial claim. (pp. 2 and 281)

Asymmetric information: The situation in which one party
to a transaction has better information than does the other
party. (p. 255)

Balance sheet: A statement that shows an individual’s or a
firm’s financial position on a particular day. (p. 280)

Balance sheet channel: A description of the ways in which
interest rate changes resulting from monetary policy affect
borrowers’ net worth and spending decisions. (p. 572)

Balance-of-payments account: A measure of all flows of pri-
vate and government funds between a domestic economy and
all foreign countries. (p. 488)

Bank capital: The difference between the value of a bank’s
assets and the value of its liabilities; also called sharehold-
ers’ equity. (p. 281)

Bank lending channel: A description of the ways in which
monetary policy influences the spending decisions of bor-
rowers who depend on bank loans. (p. 571)

Bank leverage: The ratio of the value of a bank’s assets to
the value of its capital, the inverse of which (capital to
assets) is called a bank’s leverage ratio. (p. 291)
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Bank panic: The situation in which many banks simultane-
ously experience runs. (p. 349)

Bank reserves: Bank deposits with the Fed plus vault cash.
(p. 414)

Bank run: The process by which depositors who have lost
confidence in a bank simultaneously withdraw enough
funds to force the bank to close. (p. 349)

Barter: A system of exchange in which individuals trade goods
and services directly for other goods and services. (p. 26)

Basel accord: An international agreement about bank capi-
tal requirements. (p. 370)

Behavioral finance: The application of concepts from
behavioral economics to understand how people make
choices in financial markets. (p. 177)

Board of Governors: The governing board of the Federal
Reserve System, consisting of seven members appointed by
the president of the United States. (p. 390)

Bond: A financial security issued by a corporation or a gov-
ernment that represents a promise to repay a fixed amount
of money. (p. 3)

Bond rating: A single statistic that summarizes a rating
agency’s view of the issuer’s likely ability to make the
required payments on its bonds. (p. 125)

Bretton Woods system: An exchange rate system that lasted
from 1945 to 1971, under which countries pledged to buy
and sell their currencies at fixed rates against the dollar and
the United States pledged to convert dollars into gold if for-
eign central banks requested it to. (p. 495)

Bubble: A situation in which the price of an asset rises well
above the asset’s fundamental value; an unsustainable
increase in the price of a class of assets. (pp. 14 and 178)

Business cycle: Alternating periods of economic expansion
and economic recession. (p. 530)

Call option: A type of derivative contract that gives the
buyer the right to buy the underlying asset at a set price dur-
ing a set period of time. (p. 200)

Capital control: Government-imposed restrictions on for-
eign investors buying domestic assets or on domestic
investors buying foreign assets. (p. 487)

Capital gain: An increase in the market price of an asset. (p. 68)
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Capital loss: A decrease in the market price of an asset. (p. 68)

Check: A promise to pay on demand money deposited with
a bank or other financial institution. (p. 32)

Checkable deposits: Accounts against which depositors can
write checks. (p. 282)

Closed economy: An economy in which households, firms,
and governments do not borrow or lend internationally. 
(p. 110)

Collateral: Assets that a borrower pledges to a lender that
the lender may seize if the borrower defaults on the loan. 
(p. 259)

Commercial bank: A financial firm that serves as a financial
intermediary by taking in deposits and using them to make
loans. (p. 4)

Commodity money: A good used as money that has value
independent of its use as money. (p. 27)

Compounding: The process of earning interest on interest as
savings accumulate over time. (p. 54)

Contagion: The process by which a run on one bank
spreads to other banks resulting in a bank panic. (p. 349)

Contractual saving institution: A financial intermediary
such as a pension fund or an insurance company that
receives payments from individuals as a result of a contract
and uses the funds to make investments. (p. 330)

Corporation: A legal form of business that provides owners
with protection from losing more than their investment if
the business fails. (p. 157)

Counterparty risk: The risk that the counterparty—the per-
son or firm on the other side of the transaction—will
default. (p. 192)

Coupon bond: A debt instrument that requires multiple
payments of interest on a regular basis, such as semiannually
or annually, and a payment of the face value at maturity. 
(p. 60)

Credit default swap: A derivative that requires the seller to
make payments to the buyer if the price of the underlying secu-
rity declines in value; in effect, a type of insurance. (p. 210)

Credit rationing: The restriction of credit by lenders such
that borrowers cannot obtain the funds they desire at the
given interest rate. (pp. 257 and 293)

Credit risk: The risk that borrowers might default on their
loans. (p. 292)

Credit-risk analysis: The process that bank loan officers use
to screen loan applicants. (p. 293)

Credit swap: A contract in which interest-rate payments are
exchanged, with the intention of reducing default risk. 
(p. 210)

Currency in circulation: Paper money and coins held by the
nonbank public. (p. 414)

Currency swap: A contract in which counterparties agree to
exchange principal amounts denominated in different cur-
rencies. (p. 209)
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Currency-to-deposit ratio (C/D): The ratio of currency held
by the nonbank public, C, to checkable deposits, D.
(p. 425)

Debt instruments: (also known as credit market instruments
or fixed-income assets) Methods of financing debt, including
simple loans, discount bonds, coupon bonds, and fixed pay-
ment loans. (p. 59)

Debt-deflation process: The process first identified by Irving
Fisher in which a cycle of falling asset prices and falling prices
of goods and services can increase the severity of an economic
downturn. (p. 358)

Default risk (or credit risk): The risk that the bond issuer
will fail to make payments of interest or principal. (p. 124)

Deflation: A sustained decline in the price level. (p. 75)

Depreciation: A decrease in the value of a currency in
exchange for another currency. (p. 226)

Derivative: An asset, such as a futures contract or an option
contract, that derives its economic value from an underlying
asset, such as a stock or a bond. (p. 190)

Devaluation: The lowering of the official value of a coun-
try’s currency relative to other currencies. (p. 496)

Discount bond: A debt instrument in which the borrower
repays the amount of the loan in a single payment at
maturity but receives less than the face value of the bond
initially. (p. 60)

Discount loan: A loan made by the Federal Reserve, typically
to a commercial bank. (p. 417)

Discount policy: The policy tool of setting the discount rate
and the terms of discount lending. (p. 446)

Discount rate: The interest rate the Federal Reserve charges
on discount loans. (p. 418)

Discount window: The means by which the Fed makes dis-
count loans to banks, serving as the channel for meeting the
liquidity needs of banks. (p. 446)

Discounting: The process of finding the present value of funds
that will be received in the future. (p. 56)

Disintermediation: The exit of savers and borrowers from
banks to financial markets. (p. 368)

Diversification: Dividing wealth among many different
assets to reduce risk. (pp. 12 and 92)

Diversification: Splitting wealth among many different
assets to reduce risk. (p. 12)

Dividend: A payment that a corporation makes to its share-
holders, typically on a quarterly basis. (pp. 3 and 158)

Dividend yield: The expected annual dividend divided by
the current price of a stock. (p. 164)

Dodd-Frank Wall Street Reform and Consumer Protection
Act: Legislation passed during 2010 that was intended to
reform regulation of the financial system. (p. 394)

Dual banking system: The system in the United States in
which banks are chartered by either the state government or
the federal government. (p. 297)



Duration analysis: An analysis of how sensitive a bank’s
capital is to changes in market interest rates. (p. 295)

Economic growth: Increases in the economy’s output of
goods and services over time; a goal of monetary policy. 
(p. 445)

Economies of scale: The reduction in average cost that
results from an increase in the volume of a good or service
produced. (p. 255)

Efficient markets hypothesis: The application of rational
expectations to financial markets; the hypothesis that the
equilibrium price of a security is equal to its fundamental
value. (p. 169)

E-money: Digital cash people use to buy goods and services
over the Internet; short for electronic money. (p. 32)

Equity: A claim to part ownership of a firm; common stock
issued by a corporation. (p. 59)

Euro: The common currency of 16 European countries. 
(p. 500)

European Central Bank (ECB): The central bank of the
European countries that have adopted the euro. (p. 500)

European Monetary Union: A plan drafted as part of the 1992
single European market initiative, in which exchange rates
were fixed and eventually a common currency was adopted.
(p. 500)

Excess reserves: Any reserves banks hold above those neces-
sary to meet reserve requirements. (pp. 285 and 415)

Exchange-rate regime: A system for adjusting exchange
rates and flows of goods and capital among countries. 
(p. 491)

Exchange-rate risk: The risk that a firm will suffer losses
because of fluctuations in exchange rates. (p. 230)

Expectations theory: A theory of the term structure of inter-
est rates that holds that the interest rate on a long-term
bond is an average of the interest rates investors expect on
short-term bonds over the lifetime of the long-term bond.
(p. 137)

Expected return: The return expected on an asset during a
future period; also known as expected rate of return. (p. 89)

Federal deposit insurance: A government guarantee of deposit
account balances up to $250,000. (p. 282)

Federal Deposit Insurance Corporation (FDIC): A federal
government agency established by Congress in 1934 to
insure deposits in commercial banks. (p. 350)

Federal funds rate: The interest rate that banks charge
each other on short-term loans; determined by the demand
and supply for reserves in the federal funds market. 
(pp. 11 and 447)

Federal Open Market Committee (FOMC): The 12-member
Federal Reserve committee that directs open market opera-
tions. (p. 391)

Federal Reserve: The central bank of the United States; usu-
ally referred to as “the Fed.” (p. 10)
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Federal Reserve Bank: A district bank of the Federal
Reserve system that, among other activities, conducts dis-
count lending. (p. 386)

Federal Reserve System: The central bank of the United
States. (p. 386)

Fiat money: Money, such as paper currency, that has no value
apart from its use as money. (p. 30)

Finance company: A nonbank financial intermediary that
raises money through sales of commercial paper and other
securities and uses the funds to make small loans to house-
holds and firms. (p. 329)

Financial arbitrage: The process of buying and selling secu-
rities to profit from price changes over a brief period of
time. (pp. 70 and 170)

Financial asset: An asset that represents a claim on someone
else for a payment. (p. 2)

Financial crisis: A significant disruption in the flow of funds
from lenders to borrowers. (p. 348)

Financial intermediary: A financial firm, such as a bank, that
borrows funds from savers and lends them to borrowers. (p. 4)

Financial liability: A financial claim owed by a person or a
firm. (p. 4)

Financial market: A place or channel for buying or selling
stocks, bonds, and other securities. (p. 2)

Fiscal policy: Changes in federal government purchases and
taxes intended to achieve macroeconomic policy objectives.
(p. 553)

Fisher effect: The assertion by Irving Fisher that the nomi-
nal interest rises or falls point-for-point with changes in the
expected inflation rate. (p. 105)

Fixed exchange rate system: A system in which exchange
rates are set at levels determined and maintained by govern-
ments. (p. 491)

Fixed-payment loan: A debt instrument that requires the
borrower to make regular periodic payments of principal
and interest to the lender. (p. 61)

Flexible exchange rate system: A system in which the for-
eign exchange value of a currency is determined in the for-
eign exchange market. (p. 498)

Foreign exchange: Units of foreign currency. (p. 3)

Foreign exchange market intervention: A deliberate action
by a central bank to influence the exchange rate. (p. 482)

Foreign-exchange market: An over-the-counter market
where international currencies are traded. (p. 229)

Forward contract: An agreement to buy or sell an asset at
an agreed upon price at a future time. (p. 191)

Future value: The value at some future time of an invest-
ment made today. (p. 53)

Futures contract: A standardized contract to buy or sell a
specified amount of a commodity or financial asset on a
specific future date. (p. 192)



Gap analysis: An analysis of the difference, or gap, between
the value of a bank’s variable-rate assets and the dollar
value of its variable-rate liabilities. (p. 295)

Gold standard: A fixed exchange rate system under which
currencies of participating countries are convertible into an
agreed-upon amount of gold. (p. 491)

Gordon growth model: A model that uses the current divi-
dend paid, the expected growth rate of dividends, and the
required return on equities to calculate the price of a stock.
(p. 166)

Hedge: To take action to reduce risk by, for example, pur-
chasing a derivative contract that will increase in value
when another asset in an investor’s portfolio decreases in
value. (p. 190)

Hedge fund: Financial firms organized as a partnership of
wealthy investors that make relatively high-risk, speculative
investments. (p. 328)

Hyperinflation: A rate of inflation that exceeds 100% per
year. (p. 39)

Idiosyncratic (or unsystematic) risk: Risk that pertains to a
particular asset rather than to the market as a whole, as
when the price of a particular firm’s stock fluctuates
because of the success or failure of a new product. (p. 93)

Information: Facts about borrowers and about expectations
of returns on financial assets. (p. 13)

Information costs: The costs that savers incur to determine
the creditworthiness of borrowers and to monitor how they
use the funds acquired. (p. 254)

Initial public offering (IPO): The first time a firm sells stock
to the public. (p. 316)

Inside information: Relevant information about a security
that is not publicly available. (p. 170)

Insolvent: The situation for a bank or other firm whose
assets have less value than its liabilities, so its net worth is
negative. (p. 349)

Insurance company: A financial intermediary that specializes
in writing contracts to protect policyholders from the risk of
financial loss associated with particular events. (p. 332)

Interest rate: The cost of borrowing funds (or the payment
for lending funds), usually expressed as a percentage of the
amount borrowed. (p. 3)

Interest-rate parity condition: The proposition that differ-
ences in interest rates on similar bonds in different countries
reflect expectations of future changes in exchange rates. 
(p. 240)

Interest-rate risk: The risk that the price of a financial asset
will fluctuate in response to changes in market interest
rates; the effect of a change in market interest rates on a
bank’s profit or capital. (pp. 73 and 294)

Interest-rate swap: A contract under which counterparties
agree to swap interest payments over a specified period on
a fixed dollar amount, called the notional principal.
(p. 208)
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International Monetary Fund (IMF): A multinational
organization established by the Bretton Woods agreement
to administer a system of fixed exchange rates and to serve
as a lender of last resort to countries undergoing balance-of-
payments problems. (p. 495)

International reserves: Central bank assets that are denom-
inated in a foreign currency and used in international trans-
actions. (p. 482)

Investment banking: Financial activities that involve under-
writing new security issues and providing advice on mergers
and acquisitions. (p. 315)

Investment institution: A financial firm, such as a mutual
fund or a hedge fund, that raises funds to invest in loans
and securities. (p. 326)

IS curve: A curve in the IS–MP model that shows the com-
binations of the real interest rate and aggregate output that
represent equilibrium in the goods market. (p. 548)

IS–MP model: A macroeconomic model consisting of an IS
curve, which represents equilibrium in the goods market;
an MP curve, which represents monetary policy; and a
Phillips curve, which represents the short-run relationship
between the output gap (which is the percentage difference
between actual and potential real GDP) and the inflation
rate. (p. 547)

Large open economy: An economy in which shifts in
domestic saving and investment are large enough to affect
the world real interest rate. (p. 112)

Law of one price: The fundamental economic idea that
identical products should sell for the same price everywhere.
(p. 232)

Legal tender: The government designation that currency is
accepted as payment of taxes and must be accepted by indi-
viduals and firms in payment of debts. (p. 30)

Lender of last resort: A central bank that acts as the ulti-
mate source of credit to the banking system, making loans
to solvent banks against their good, but illiquid, loans. 
(p. 350)

Leverage: A measure of how much debt an investor assumes
in making an investment. (p. 291)

Liability: Something that an individual or a firm owes,
particularly a financial claim on an individual or a firm. 
(p. 281)

Limited liability: The legal provision that shields owners of
a corporation from losing more than they have invested in
the firm. (p. 158)

Liquidity: The ease with which an asset can be exchanged
for money. (p. 12)

Liquidity premium theory (or preferred habitat theory): A
theory of the term structure of interest rates that holds that
the interest rate on a long-term bond is an average of the
interest rates investors expect on short-term bonds over the
lifetime of the long-term bond, plus a term premium that
increases in value the longer the maturity of the bond. 
(p. 143)



Liquidity risk: The possibility that a bank may not be able
to meet its cash needs by selling assets or raising funds at a
reasonable cost. (p. 292)

Loan commitment: An agreement by a bank to provide a
borrower with a stated amount of funds during some spec-
ified period of time. (p. 300)

Loan sale: A financial contract in which a bank agrees to
sell the expected future returns from an underlying bank
loan to a third party. (p. 300)

Long position: In a futures contract, the right and obliga-
tion of the buyer to receive or buy the underlying asset on
the specified future date. (p. 193)

Long-run aggregate supply (LRAS) curve: A curve that
shows the relationship in the long run between the price level
and the quantity of aggregate output, or real GDP, supplied
by firms. (p. 522)

M1: A narrower definition of the money supply: The sum
of currency in circulation, checking account deposits, and
holdings of traveler’s checks. (p. 33)

M2: A broader definition of the money supply: All the
assets that are included in M1, as well as time deposits with
a value of less than $100,000, savings accounts, money
market deposit accounts, and noninstitutional money mar-
ket mutual fund shares. (p. 34)

Managed float regime: An exchange rate system in which
central banks occasionally intervene to affect foreign
exchange values; also called a dirty float regime. (p. 499)

Margin requirement: In the futures market, the minimum
deposit that an exchange requires from the buyer or seller
of a financial asset; reduces default risk. (p. 199)

Market (or systematic) risk: Risk that is common to all
assets of a certain type, such as the increases and decreases
in stocks resulting from the business cycle. (p. 93)

Marking to market: In the futures market, a daily settle-
ment in which the exchange transfers funds from a buyer’s
account to a seller’s account or vice versa, depending on
changes in the price of the contract. (p. 199)

Medium of exchange: Something that is generally accepted as
payment for goods and services; a function of money. (p. 28)

Monetary aggregates: Measures of the quantity of money
that are broader than currency; M1 and M2. (p. 33)

Monetary base (or high-powered money): The sum of bank
reserves and currency in circulation. (p. 413)

Monetary neutrality: The proposition that changes in the
money supply have no effect on output in the long run
because an increase (decrease) in the money supply raises
(lowers) the price level in the long run but does not change
the equilibrium level of output. (p. 527)

Monetary policy: The actions the Federal Reserve takes to
manage the money supply and interest rates to pursue
macroeconomic policy objectives. (p. 10)

Money market mutual fund: A mutual fund that invests
exclusively in short-term assets, such as Treasury bills,
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negotiable certificates of deposit, and commercial paper.
(p. 327)

Money: Anything that is generally accepted as payment for
goods and services or to pay off debts. (pp. 2 and 26)

Money supply: The total quantity of money in the economy.
(p. 2)

Moral hazard: The risk that people will take actions after
they have entered into a transaction that will make the
other party worse off; in financial markets, the problem
investors experience in verifying that borrowers are using
their funds as intended. (p. 255)

MP curve: A curve in the IS–MP model that represents the
Fed’s monetary policy actions. (p. 548)

Multiple deposit creation: Part of the money supply process
in which an increase in bank reserves results in rounds of
bank loans and creation of checkable deposits and an
increase in the money supply that is a multiple of the initial
increase in reserves. (p. 422)

Multiplier: The change in equilibrium GDP that results
from a change in autonomous expenditure. (p. 551)

Multiplier effect: The process by which a change in
autonomous expenditure leads to a larger change in equilib-
rium GDP. (p. 551)

Municipal bonds: Bonds issued by state and local govern-
ments. (p. 130)

Mutual fund: A financial intermediary that raises funds by sell-
ing shares to individual savers and invests the funds in a port-
folio of stocks, bonds, mortgages, and money market securities.
(p. 326)

National bank: A federally chartered bank. (p. 297)

Net interest margin: The difference between the interest a
bank receives on its securities and loans and the interest it
pays on deposits and debt, divided by the total value of its
earning assets. (p. 290)

Net worth: The difference between the value of a firm’s
assets and the value of its liabilities. (p. 259)

Nominal exchange rate: The price of one currency in
terms of another currency; also called the exchange rate.
(p. 225)

Nominal interest rate: An interest rate that is not adjusted
for changes in purchasing power. (p. 74)

Off-balance-sheet activities: Activities that do not affect a
bank’s balance sheet because they do not increase either the
bank’s assets or its liabilities. (p. 299)

Okun’s law: A statistical relationship discovered by Arthur
Okun between the output gap and the cyclical rate of unem-
ployment. (p. 561)

Open economy: An economy in which households, firms,
and governments borrow and lend internationally. (p. 110)

Open market operations: The Federal Reserve’s purchases
and sales of securities, usually U.S. Treasury securities, in
financial markets. (pp. 415 and 446)



Open market purchase: The Federal Reserve’s purchase of
securities, usually U.S. Treasury securities. (p. 415)

Open market sale: The Fed’s sale of securities, usually
Treasury securities. (p. 416)

Option: A type of derivative contract in which the buyer has
the right to buy or sell the underlying asset at a set price
during a set period of time. (p. 200)

Option premium: The price of an option. (p. 202)

Output gap: The percentage difference between real GDP
and potential GDP. (p. 554)

Over-the-counter market: A market in which financial secu-
rities are bought and sold by dealers linked by computer. 
(p. 158)

Payments system: The mechanism for conducting transac-
tions in the economy. (p. 31)

Pegging: The decision by a country to keep the exchange
rate fixed between its currency and another country’s cur-
rency. (p. 502)

Pension fund: A financial intermediary that invests
contributions of workers and firms in stocks, bonds, and
mortgages to provide for pension benefit payments during
workers’ retirements. (p. 330)

Phillips curve: A curve showing the short-run relationship
between the output gap (or the unemployment rate) and the
inflation rate. (p. 548)

Political business cycle: The theory that policymakers will
urge the Fed to lower interest rates to stimulate the econo-
my prior to an election. (p. 397)

Portfolio: A collection of assets, such as stocks and bonds.
(p. 8)

Potential GDP: The level of real GDP attained when all firms
are producing at capacity. (p. 550)

Present value: The value today of funds that will be received
in the future. (p. 56)

Primary credit: Discount loans available to healthy banks
experiencing temporary liquidity problems. (p. 457)

Primary market: A financial market in which stocks, bonds,
and other securities are sold for the first time. (p. 8)

Prime rate: Formerly, the interest rate banks charged on six-
month loans to high-quality borrowers; currently, an inter-
est rate banks charge primarily to smaller borrowers. 
(p. 293)

Principal–agent problem: The moral hazard problem of
managers (the agents) pursuing their own interests rather
than those of shareholders (the principals). (p. 263)

Principal–agent view: A theory of central bank decision
making that holds that officials maximize their personal
well-being rather than that of the general public. (p. 397)

Private equity firm (or corporate restructuring firm): A firm
that raises equity capital to acquire shares in other firms to
reduce free-rider and moral hazard problems. (p. 265)
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Public interest view: A theory of central bank decision
making that holds that officials act in the best interest of the
public. (p. 396)

Publicly traded company: A corporation that sells stock in
the U.S. stock market; only 5,100 of the 5 million U.S.
corporations are publicly traded companies. (p. 158)

Put option: A type of derivative contract that gives the
buyer the right to sell the underlying asset at a set price
during a set period of time. (p. 200)

Quantitative easing: A central bank policy that attempts to
stimulate the economy by buying long-term securities. (p. 455)

Quantity theory of money: A theory about the connection
between money and prices that assumes that the velocity of
money is constant. (p. 38)

Quota: A limit a government imposes on the quantity of a
good that can be imported. (p. 234)

Random walk: The unpredictable movements of the price of
a security. (p. 171)

Rate of return (R): The return on a security as a percentage
of the initial price; for a bond, the coupon payment plus the
change in the price of a bond divided by the initial price. 
(p. 72)

Rational expectations: The assumption that people make
forecasts of future values of a variable using all available
information; formally, the assumption that expectations equal
optimal forecasts, using all available information. (p. 168)

Real exchange rate: The rate at which goods and services in
one country can be exchanged for goods and services in
another country. (p. 228)

Real interest rate: An interest rate that is adjusted for
changes in purchasing power. (p. 74)

Real money balances: The value of money held by house-
holds and firms, adjusted for changes in the price level;
M/P. (p. 516)

Relationship banking: The ability of banks to assess credit
risks on the basis of private information about borrowers.
(p. 259)

Required reserve ratio: The percentage of deposits that the
Fed specifies that banks must hold as reserves. (p. 415)

Required reserves: Reserves the Fed requires banks to hold
against demand deposit and NOW account balances. 
(pp. 285 and 415)

Required return on equities (rE): The expected return neces-
sary to compensate for the risk of investing in stocks. 
(p. 163)

Reserve requirement: The regulation requiring banks to
hold a fraction of checkable deposits as vault cash or
deposits with the Fed. (p. 446)

Reserves: A bank asset consisting of vault cash plus bank
deposits with the Federal Reserve. (p. 285)

Restrictive covenant: A clause in a bond contract that places
limits on the uses of funds that a borrower receives. (p. 264)



Return: The total earnings from a security; for a bond, the
coupon payment plus the change in the price of the bond.
(p. 72)

Return on assets (ROA): The ratio of the value of a bank’s
after-tax profit to the value of its asset. (p. 290)

Return on equity (ROE): The ratio of the value of a bank’s
after-tax profit to the value of its capital. (p. 291)

Revaluation: The raising of the official value of a country’s
currency relative to other currencies. (p. 496)

Risk: The degree of uncertainty in the return on an asset. (p. 90)

Risk sharing: A service the financial system provides that
allows savers to spread and transfer risk. (p. 12)

Risk structure of interest rates: The relationship among
interest rates on bonds that have different characteristics
but the same maturity. (p. 124)

Seasonal credit: Discount loans to smaller banks in areas
where agricultural or tourism are important. (p. 457)

Secondary credit: Discount loans to banks that are not eli-
gible for primary credit. (p. 457)

Secondary market: A financial market in which investors
buy and sell existing securities. (p. 9)

Securitization: The process of converting loans and other
financial assets that are not tradable into securities. (p. 3)

Security: A financial asset that can be bought and sold in a
financial market. (p. 2)

Segmented markets theory: A theory of the term structure
of interest rates that holds that the interest rate on a bond
of a particular maturity is determined only by the demand
and supply of bonds of that maturity. (p. 142)

Settlement date: The date on which the delivery of a com-
modity or financial asset specified in a forward contract
must take place. (p. 192)

Short position: In a futures contract, the right and obliga-
tion of the seller to sell or deliver the underlying asset on the
specified future date. (p. 193)

Short-run aggregate supply (SRAS) curve: A curve that
shows the relationship in the short run between the price
level and the quantity of real output, or real GDP, supplied
by firms. (p. 520)

Simple deposit multiplier: The ratio of the amount of
deposits created by banks to the amount of new reserves. 
(p. 423)

Simple loan: A debt instrument in which the borrower
receives from the lender an amount called the principal and
agrees to repay the lender the principal plus interest on a
specific date when the loan matures. (p. 59)

Small open economy: An economy in which total saving is
too small to affect the world real interest rate. (p. 111)

Specialization: A system in which individuals produce the
goods or services for which they have relatively the best
ability. (p. 28)

Glossary G-7

Speculate: To place financial bets, as in buying futures or
option contracts, in an attempt to profit from movements in
asset prices. (p. 191)

Spot price: The price at which a commodity or financial
asset can be sold at the current date. (p. 192)

Stabilization policy: A monetary policy or fiscal policy
intended to reduce the severity of the business cycle and sta-
bilize the economy. (p. 530)

Standard of deferred payment: The characteristic of money
by which it facilitates exchange over time. (p. 29)

Standby letter of credit: A promise by a bank to lend funds,
if necessary, to a seller of commercial paper at the time that
the commercial paper matures. (p. 300)

Sterilized foreign exchange intervention: A foreign exchange
market intervention in which the central bank offsets the
effect on the monetary base. (p. 484)

Stock: Financial securities that represent partial ownership of
a firm; also called equities. (p. 3)

Stock exchange: A physical location where stocks are
bought and sold face-to-face on a trading floor. (p. 158)

Stock market index: An average of stock prices that is used to
measure the overall performance of the stock market. (p. 159)

Store of value: The accumulation of wealth by holding
dollars or other assets that can be used to buy goods and
services in the future; a function of money. (p. 29)

Strike price (or exercise price): The price at which the buyer
of an option has the right to buy or sell the underlying asset.
(p. 200)

Supply shock: An unexpected change in production costs or
in technology that causes the short-run aggregate supply
curve to shift. (p. 523)

Swap: An agreement between two or more counterparties to
exchange sets of cash flows over some future period. 
(p. 208)

Syndicate: A group of investment banks that jointly under-
write a security issue. (p. 316)

Systemic risk: Risk to the entire financial system rather than
to individual firms or investors. (p. 336)

T-account: An accounting tool used to show changes in
balance sheet items. (p. 288)

Tariff: A tax a government imposes on imports. (p. 234)

Taylor rule: A monetary policy guideline developed by
economist John Taylor for determining the target for the
federal funds rate. (p. 465)

Term premium: The additional interest investors require in
order to be willing to buy a long-term bond rather than a
comparable sequence of short-term bonds. (p. 143)

Term structure of interest rates: The relationship among the
interest rates on bonds that are otherwise similar but that
have different maturities. (p. 135)



Theory of purchasing power parity (PPP): The theory that
exchange rates move to equalize the purchasing power of
different currencies. (p. 233)

Time value of money: The way that the value of a payment
changes depending on when the payment is received. 
(p. 56)

Too-big-to-fail policy: A policy under which the federal
government does not allow large financial firms to fail for
fear of damaging the financial system. (p. 365)

Transactions costs: The costs in time or other resources that
parties incur in the process of agreeing and carrying out an
exchange of goods and services. For example, the brokerage
commission charged for buying or selling a financial asset.
(pp. 26 and 254)

Troubled Asset Relief Program (TARP): A government
program under which the U.S. Treasury purchased stock
in hundreds of banks to increase the banks’ capital. 
(p. 304)
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Underwriting: An activity in which an investment bank
guarantees to the issuing corporation the price of a new
security and then resells the security for a profit. (p. 316)

Unit of account: A way of measuring value in an economy
in terms of money; a function of money. (p. 28)

Unsterilized foreign exchange intervention: A foreign
exchange market intervention in which the central bank
does not offset the effect on the monetary base. (p. 484)

Vault cash: Cash on hand in a bank; includes currency in
ATMs and deposits with other banks. (pp. 285 and 414)

Venture capital firm: A firm that raises equity capital from
investors to invest in start-up firms. (p. 265)

Wealth: The sum of the value of a person’s assets minus the
value of the person’s liabilities. (p. 29)

Yield to maturity: The interest rate that makes the present
value of the payments from an asset equal to the asset’s
price today. (p. 63)
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pegging, China and, 502–505
value, 243

Dollar liquidity swap lines, 243
Donaldson, Lufkin, & Jenrette, 325
Dot-com boom, 179
Double coincidence of wants, 26
“Double dip” recession, 154, 443
Double taxation of dividends, 164–165
Dow Jones Industrial Average (DJIA),

157, 159–160
financial crisis of 2007–2009 and,

176–177
recovery, 160–161
volatility, 180–181

Downward-sloping yield curve, 136
Dual banking system, 312–313

defined, 297
Dudley, william, 318
Due diligence process, 316
Duke, Elizabeth, 538–539
Duration analysis, 311–312

defined, 295
mathematical definition of, 295n1

Dynan, Karen, 434, 436

eBay, 30
ECB. See European Central Bank
Eccles, Marriner, 396
The Economic Consequences of the Peace

(Keynes), 50

Economic fluctuations, U.S., 527
Economic growth, 474–475

defined, 445
Economic Report of the President, 122
Economic variable, 36

term structure and forecasting, 145–146
Economies of scale, 274

defined, 255
nationwide banking and, 298

Economy
barter, 26–27
closed, 110, 121
forecasts, the Fed’s, 546–547
inflation rate and, 558–559
open, 110, 121
stock market performance and,

160–161
U.S., 21

Ecuador, 35
Efficiency

actual, 174–177, 186–187
payments system, 33

Efficient markets, 168–174, 184–186
excess volatility and, 176
financial anomalies and, 174–177
financial crisis of 2007–2009 and,

176–177
investment strategies and, 171–172
mean reversion and, 176

Efficient markets hypothesis, 169–173,
184

behavioral finance and, 179
defined, 169
example of, 169–170
inside information and, 170–171

Eichengreen, Barry, 512
Electronic banking, 301

in Somalia, 302
Electronic cash, 32–33
Electronic funds, 32–33
El Salvador
E-money, 47

defined, 32
development of, 33

Employee Retirement Income Security Act
(ERISA), 332, 343

Employment
decline in, 515
output and, 515

Employment, high, 444. See also
Unemployment

Employment Act of 1946, 44, 444. See
also Unemployment

EMU. See European Monetary Union
End of the Fed (Paul), 399
Engen, Eric, 111
Equation of exchange, 37
Equities, 3. See also Private equity firms;

Return on equity
required return on, 163
shareholders and, 157, 281
stocks as, 59

Equity cost of capital, 163
Equity premium, 163
ER/D. See Excess reserves-to-deposit ratio
ERISA. See Employee Retirement Income

Security Act
ERM. See Exchange rate mechanism
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ESCB. See European System of Central
Banks

Estimates
advance, 567
final, 567–568
GDP, 567–568
preliminary, 567

ETFs. See Exchange-traded funds
eToys.com, 160
E*TRADE, 159
Euro

benefits, 506–507
countries using, 501
defined, 500
driving down price of, 231
exchange rates, 227–228, 231–232,

244–246, 506–507
financial crisis of 2007–2009 and, 482,

501–502
investors buying dollars and selling,

244–246
survival of, 481–482

Europe. See also specific countries
budget problems, 181
currency, 244
debt crisis, 244–246
fixed exchange rates in, 499–502
national currencies, 506–507

European Central Bank (ECB), 45,
400–402, 408–409, 500–502,
511–513

defined, 500
monetary policy, 481, 505
sovereign debt crisis, 402–403

European Monetary System, 500
European Monetary Union (EMU), 245,

500, 511–513
in practice, 500–502

European options, 200
European System of Central Banks

(ESCB), 401
monetary policy, 470

Evans, Charles, 538–539
Excess reserves, 436

defined, 285, 415
lending, 432
money multiplier and increases in, 424
recession of 1937–1938 and, 430–431

Excess reserves-to-deposit ratio (ER/D), 425
Excess volatility, 176
Exchange rate(s), 224. See also Foreign

exchange
commodities, 235–236
crises, 352–354
demand and supply model of, 236
dollar, 226–228, 231–234, 240,

244–246
fixed, 491–493
flexible, system, 498
fluctuations, 227, 232
foreign-exchange cross rates and,

227–228
foreign exchange intervention and,

484–488, 509–510
forward, 229
interest rates and, 240n1
law of one price and, 232–234
in long run, 232–236, 248–249

managed floating, 504
nominal, 225, 228, 246
pound, 227–228, 233–234
PPP and, 232–234
real, 228, 246
short-run movements in, demand and

supply model of, 236–243, 250–251
Sony’s profits and, 226
theory of, 234
trade and, 225–228, 246–247
trade-weighted, 238
yen, 486–487

Exchange rate mechanism (ERM), 500
Exchange rate regimes

defined, 491
international financial system and,

491–505, 511–513
Exchange-rate risk, 230–231, 239, 247

hedging and, 230–231
interest-rate parity condition and,

240–241
speculating and, 230–231

Exchange-traded funds (ETFs), 327, 342
gold, 411–412

Exercise price. See Strike price
Expectations theory, 152

application of, example, 138–139
defined, 137
segmented markets theory v., 142
shortcomings of, 140
of term structure, 137–140
of term structure, interpreting, 139–140
yield curve and, 139–140

Expected inflation, 559
bonds and, 101
interest rates and, 104–105

Expected return, 118, 256
on assets, 97
on bonds, 97–98
defined, 89
investment portfolio choice and, 89

Expected risk, 91
Expected shortfall, 91
Expected value, 256
Expenditure

aggregate, 548–549
autonomous, 551

Expiration date, option, 219

Face value, 60
Fahlund, Christine, 118
Fama, Eugene, 174
Fannie Mae. See Federal National

Mortgage Association
Farmers, financial reform and, 195
FDIC. See Federal Deposit Insurance

Corporation
FDICIA. See Federal Deposit Insurance

Corporation Improvement Act of
1991

the Fed. See Federal Reserve
Federal budget deficits, 20, 101–102
Federal deposit insurance, 308, 311, 351

defined, 282
Federal Deposit Insurance Corporation

(FDIC), 10
defined, 350
establishment, 336

failed banks and, 297–298
the Fed and, 44
U.S banking and, 297–298

Federal Deposit Insurance Corporation
Improvement Act of 1991
(FDICIA), 365

Federal Financial Institutions Examination
Council (FFIEC), 306–307

Federal funds market, 283, 451–452
equilibrium, 448
federal funds rate and, 447–448

Federal funds rate, 155, 306–307,
446–452, 475–476

defined, 11, 447
federal funds market and, 447–448
Fed’s target for, 455–456, 546, 573
open market operations and, 448–449
target, 464–466
targeting, 463–464

Federal Home Loan Mortgage
Corporation (Freddie Mac), 15,
362, 413

Federal National Mortgage Association
(Fannie Mae), 15, 362, 413

Federal Open Market Committee
(FOMC), 11, 307, 386, 391–392,
406, 475–476

defined, 391
financial crisis of 2007–2009 and, 392,

472–473
policy directive, 476

Federal Reserve (the Fed), 10–11, 22
assets, 413
balance sheet, 411–441
balance sheet, monetary base and,

412–419, 436–437
Board of Governors, 43
bond purchases, 455, 472–473
central banking and, 384–410
Congressional oversight of, 25, 43–45,

403
defined, 10
districts, 387
Dodd-Frank Wall Street Reform and

Consumer Protection Act and
changes within, 394

economy forecasts, 546–547
emergency lending program, 384
exit strategy, 442
external pressure handled by, 395
factors motivating, 396–398
FDIC and, 44
federal funds target, 455–456, 546, 573
financial crisis of 2007–2009 and, 19,

20–21, 44–45, 365–366
financial crisis of 2007–2009 and

response of, 16–17
flow of money and, restoring, 1–2
foreign banks borrowing money from,

242–243
the Great Depression and, 44, 377–379
Great Depression and failure of, policy,

358–359
independence, 25–26, 42–43, 398–399
interest rates and, 21, 113–114
as lender of last resort, 364–366
liabilities, 413
monetary aggregates and, 48
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monetary base and, 412–419, 436–437
monetary base changes and, 415–419
monetary policy and, 10–11
monetary policy forecasts, 547
monetary policy goals, 443–446
money supply process, 411–441
operation, 395–400, 407–408
output gap and, 555–556
policy, 464–466
postwar years and success of, 364–365
power, authority within, 393–394
president and, 397, 403
principal-agent view, 397
public interest view and, 396–397
recession of 1937–1938 and, 430–431
role of, 10–11
securities, 434–435
structure, 358
system, 11
targeting and, 464–466
“too-big-to-fail” policy and, 364–365
total borrowings of depository

institutions, 21
Treasury and, 395–396
U.S banking and, 297–298

Federal Reserve Act, 386, 388
debate, 399

Federal Reserve Bank(s), 386–389, 406
defined, 386
district, 387–388
ownership, 388
Raichle v. Federal Reserve Bank of New

York, 399
Federal Reserve Bank, Kansas City, 306,

315, 459
Federal Reserve Bank, Minneapolis, 379,

515
Federal Reserve Bank, New York, 359
Federal Reserve Bank, Philadelphia, 75
Federal Reserve Bank, St. Louis, 434
Federalreserve.gov, 122
Federal Reserve System, 315

Board of Governors, 390–391
defined, 386
FOMC, 391–392
member banks, 389
organization, authority within, 393
structure, 385–394, 406–407

Fee income, off-balance-sheet activities
and, 299–301

Feldstein, Martin, 574–575
FFIEC. See Federal Financial Institutions

Examination Council
Fiat money

commodity money transition to, 31
defined, 30

Final estimate, 567–568
Finance companies, 329–330, 342–343

auto, 342–343
business, 330
consumer, 330
defined, 329
sales, 330

Financial analysts, 171–172
accuracy, 172–173
success, 173–174

Financial arbitrage, 69–70, 83
defined, 70, 170

efficient markets hypothesis and, 170
profits, 70

Financial assets, 9, 22
defined, 2
discounting and prices of, 59

Financial capital, 3, 110
Financial crises, 347–383. See also Great

Depression
defined, 348
financial regulation and, 363–373,

381–382
lender of last resort and, 364–366
origins, 348–355, 376–377
response, pattern of, 371–373
U.S. Congress and avoiding, 374–375

Financial Crisis Inquiry Commission, 346
Financial crisis of 2007–2009, 14–17,

302–305, 361–363
bank failures and, 279, 297–298, 305
bank runs at Bear Stearns/Lehman

Brothers and, 361–362
banks and, 51–52
causes, 379–380
checking accounts and, 284
credit rating agencies and, 272–273
deepening, 16–17
default risk premium and, 127
derivative markets and, 18
discount lending during, 457–458
effects, 179
efficient markets theory and, 176–177
euro and, 482, 501–502
exchange rates, 224
Federal Reserve and, 20–21, 44–45,

365–366, 455
the Fed’s response to, 16–17
financial markets and, 189
flight to quality during, 238–239
FOMC and, 392, 472–473
forecasting, 347–348
foreign bank borrowing during,

242–243
government response to, 362–363
housing bubble and, 113, 361
influences of, 1
investment banking and, 18, 324
key issues, 17–19
loan losses during, 6–7
LTCM and, 367
monetary base and, 428–433
money multiplier and, 428–433
money supply and, 428–433
origins, 14–16, 23
policy and, 21–22, 24
recovery, 574–575
reserves and, 411, 433
response and, 371–373
severity, 347, 373
severity, predicting, 354–355
shadow banking system and, 314,

335n4, 337–339
stock indexes during, 176
stock market indexes and, 160
stock market investments and, 161–162
stock prices, 157
subprime crisis and, 338
T-bills during, 137
the Treasury’s response to, 16–17

unemployment and, 443, 538–539
unemployment rate, 514, 537

Financial engineering, 317, 340
Financial futures, 53

hedging with, 196–197
interest-rate risk, 197
listings, reading, 197–198
speculating with, 196–197

Financial holding company, 324
Financial institutions, stability, 445
Financial instruments, creating new, 62
Financial intermediaries, 4, 22

adverse selection problems and,
259–260

defined, 4
loans from, 268–269, 277
moral hazard problems reduced by, 265
nonbank, 5–8
transaction costs reduced with,

254–255
Financial liability, defined, 4
Financial markets, 2, 8–9, 22

actual efficiency in, 174–177, 186–187
financial crisis of 2007–2009 and, 189
flow of money and, 4
“lemons problems” in, 256–258,

275–277
primary, 8, 22
secondary, 8–9, 22
stability, 445

Financial present, 53
Financial reform

farmers and, 195
U.S. Congress and, 374–375

Financial regulation, 347–383
financial crises and, 363–373, 381–382
financial crisis of 2007–2009 and, 19

Financial regulators, 10–11. See also
Federal Reserve

Financial securities, interest rates and, 51, 77
Financial services firms, 12
Financial Stability Council, 43
Financial system. See also International

financial system
bonds and, 3
direct finance, 4
financial assets and, 2–9
financial crises and response of, 363
financial crisis of 2007–2009 and, 18
financial intermediaries, 4–8
foreign exchange and, 3
indirect finance, 4
introducing, 1–24
key components of, 2–13
money and, 2
money flow through, 4, 5
regulation, 270–271
role of, 11–13
securitized loans and, 3–4
stocks and, 3
structure, 252–278
U.S. structure of, 267–271

Financial transactions, future payments
and, 53

Fine, Allan, 322
FinReg, 338–339
First Bank of the United States, 385

debate, 399
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First Boston, 325
Fiscal policy, 443, 530, 576–577

defined, 553
Fisher, Irving, 37–38, 49, 104–105, 120
Fisher effect, 102, 104–105

bond market and, 104–105
defined, 104
demand, supply and, 105

Fitch Ratings, 123, 125
credit ratings, 128

Fixed exchange rate(s)
adapting, 495–498
under Bretton Woods, 495–496

Fixed exchange rate systems, 491–493,
511–513

benefit, 499
defined, 491
in Europe, 499–502

Fixed-income assets, 80
defined, 59

Fixed-payment loan, 81
defined, 61
yield to maturity of, 65

Flash crash, 162
Flexible exchange rate system, 498,

511–513
Flight to quality, 126–127

during financial crisis, 238–239
Floating-rate loans, 296
FOMC. See Federal Open Market

Committee
Ford, Gerald, 219
Ford Motor Company, 84
Forecast error, 169
Forecasting. See also Unforecastable error

economic, 546–547
economic variable, 145–146
financial crisis of 2007–2009, 347–348
inflation, 39
with real-time data, 567–568

Foreign exchange, 22
cross rates, 227–228
defined, 3
demand and supply for, 237–238
dollar, value, 483
financial crisis of 2007–2009 and, 18
forward contracts in, 229–230
future contracts in, 229–230

Foreign exchange intervention
exchange rate and, 484–488, 509–510
monetary base and, 482–484, 508–509
sterilized, 484–486, 508
unsterilized, 484–485, 508

Foreign exchange market(s), 18, 224–251
defined, 229
stability, 445–446

Foreign exchange market intervention
defined, 482
monetary base and, 482–484

Forward contracts, 191–192, 216–217,
247

defined, 191
in foreign exchange, 229–230
futures contracts v., 192–193

Forward rate, 229
Forward transactions, 191, 247
401 (k) plans, 332

enrollment in, 177–178

France, 481
central bank independence, 45

Franklin National bank, 364
Freddie Mac. See Federal Home Loan

Mortgage Corporation
Free riders, 259
Friedman, Milton, 351, 461–462

A Monetary History of the United
States, 359–360

Full Employment and Balanced Growth
Act of 1978, 444

Full-employment GDP, 551
Fundamental value, 169

of stock, 166
Funding risk, 242–243
Funds. See also Federal funds rate;

International Monetary Fund;
USAA High Yield Opportunities
Fund; Vanguard 500 Index Fund;
Vanguard’s Global Equity Fund;
specific types of funds

sources of, 267–268, 280
use of, 280

Future payments, 53
discounting and, 56

Futures, hedging with, 206
Futures contracts, 192–200, 217–219, 247

in foreign exchange, 229–230
forward contracts v., 192–193
hedging with commodity futures and,

193–195
hedging with financial futures and,

196–197
S&P 500, 219
speculating with commodity futures

and, 196
speculating with financial futures and,

196–197
trading in futures market and, 199–200

Futures market
buyers/sellers in, 200
marking to market, 199
trading in, 199–200
volatility in, 207–208

Futures price, 193
Future value, interest rate, 52–59, 80

GAO. See Government Accountability
Office

Gap analysis, 295–296, 311–312
defined, 295

Garn-St. Germain Act, 369
GDP. See Gross domestic product
GE. See General Electric
Geithner, Timothy, 315, 341, 392
General Electric (GE), 67, 183, 259

Gordon growth model and, 167–168
General Motors, 1
The General theory of Employment,

Interest, and Money (Keynes),
564–565

Gensler, Gary, 214–215
German Central Bank, monetary policy,

468–469
Germany

central bank independence, 43, 45
deutsche mark, 481, 497–498
hyperinflation in, 39–42, 50

Glass, Carter, 387–388
Glass Steagall Act, 323, 340

repeal of, 323–324
GNP. See Gross national product
Gold

coins, 411
inflation and, 432–433
investing in, 411–412, 432–433
price of, 155, 432–433

Goldman Sachs, 8, 305, 315, 324–325
Abacus CDOs, 253, 253n1, 260,

270–273
fraud charges, 148–149
leverage ratios, 320
Moody’s Investors Service and,

148–149, 150
profits, 183, 325–326
SEC lawsuit against, 252–253

Gold standard, 491–493
defined, 491
economic adjustment process under, 493
Great Depression, 494
inflation and, 512
spread of, 492
theory, 493

Gonclaves, George, 306
Goods market
Google, 118

equilibrium in, 548–550
GDP and, 550

Gordon, Myron, 166
Gordon, Robert, 535, 563
Gordon growth model, 183

defined, 166
stock, 166–167, 177
using, 167–168

Gorton, Gary, 338–339, 345
Government Accountability Office (GAO),

394, 399
Government borrowing, bonds and,

101–102
Government debt, monetizing, 41
Government intervention

bank panics and, 350–351
financial crises and, 363–373

Government-ownership of banks, partial,
302–305

Government spending, hyperinflation 
and, 41

Government-sponsored enterprises 
(GSEs), 15

Gramm-Leach-Bliley Act, 323–324
Great Depression

bank panics during, 357–358
bank suspensions, 358
Employment Act of 1946, 44
the Fed and, 44, 377–379
Federal Reserve policy failure during,

358–359
financial crisis, 356–360, 377–379
gold standard, 494
loan losses, 7
recession of 2007–2009 compared with,

535–536
start of, 356
stock prices, 157, 161, 357
t-bills during, 136–137
unemployment, 356



Index I-9

Greater fool theory, 178–179
The Great Recession, 514. See also

Financial crisis of 2007–2009
Greece

currency, 506–507
debt, 482
debt crisis, 120, 151, 506–507

Greenbook, 391
Greenspan, Alan, 122, 187, 367, 380,

382, 464–465
Gross, Bill, 116
Gross domestic product (GDP)

aggregate expenditure and, 548–549
equation of exchange and, 37
estimated, 567–568
exchange rates and, 245
full-employment, 551
goods market equilibrium and, 550
inflation and, 49
potential, 550–554, 576–577
real, equilibrium level of, 552–553

Gross national product (GNP), 45
Ground Up Construction, 5
GSEs. See Government-sponsored

enterprises
GTF Enterprises Inc., 277
Guarantee Program for Money Market

Funds, 345
Guiso, Luigi, 162

Halliburton, 248
Hamilton, Alexander, 385
Harlem’s Freedom National Bank, 365
Harrison, George, 359
Health care, 534
Hedge funds, 8, 314–346, 328–329,

342–343
controversy, 329
defined, 328
financial crisis of 2007–2009 and, 18
LTCM, 341

Hedging, 190–191, 216
with commodity futures, 193–195
defined, 190
exchange-rate risk, 230–231
with financial futures, 196–197
futures, 206
interest rates, low and, 198–199
option, 206
put options and, 206

Herd behavior, 178
Higgs, Robert, 535
High-powered money, 436

defined, 413
Hoenig, Thomas, 306–307, 459
Holding money, opportunity cost of, 517
Home ownership, 276
Hong Kong Exchanges, 159 
Hot tips, 171–172
Hoover, Herbert, 378
House Concurrent Resolution 133, 395
Housing boom, 113–114

bank loans and, 52
Housing bubble, 14–15, 23, 339

bursting, 361
financial crisis of 2007–2009 and, 113,

361
Housing market, interest rates and, 117

Housing prices, 361n1
Hubbard, Glenn, 111
Humphrey-Hawkins Act, 395
Hyperinflation, 49, 444

causes, 40–41
defined, 39
in Germany, 39–42, 50
hazards of, 39–40
in Zimbabwe, 39–40, 50

Hysteresis, 534

IBM
Gordon growth model and, 167–168
options, 220–221
stock, 158

Idiosyncratic (or unsystematic) risk, 118, 163
defined, 93

IHS Global Insight, 244
IKB, 260

Abacus CDOs and, 270
Illiquid, 12, 129
IMF. See International Monetary Fund
Incentive contracts, 263–264
Incentives, investment, 529–530
Income, 29

money and, relationship of, 38–39
money v., 29
national, 549
permanent, 549n2
wealth v., 88

Indexed bonds, 76
Index fund, 327
Indirect finance, 4, 22
Indirect quotations, 227
Indonesia, 238
Industrial loans, 6, 59
Inflation, 474–475

bonds and increase in, 87–88
Central Bank independence and, 43
expected, 101, 104–105, 559
gap, 554
GDP and, 49
gold and, 432–433
gold standard and, 512
measuring, 558
monetary policy and, 569–570
money supply growth and, 462
1970s, 44–45
quantity theory and forecasts of, 39
quantity theory explanation of, 38
targeting, 466–467
in Zimbabwe, 26, 49

Inflation rates, 36
bond prices and, 106–107
currency and, 234
economy and, 558–559
money supply growth and, 39–40

Information, 12
defined, 13
inside, 170–171
lag, 459

Information costs, 175, 274
bonds and, 98, 129
defined, 254
interest rates and, 129
underwriting and, 316

Initial public offering (IPO), 8–9, 340–341
defined, 316

Inside information
defined, 170
efficient markets hypothesis and, 170–171

Insider trading, 170–171
Insolvent banks, 51–52, 376–377

defined, 349
Insurance companies, 5, 7–8, 332–335,

343–344
adverse selection and, 333
defined, 332
financial assets, 333
moral hazard and, 333–334
profitability, 332
risk-based premiums and, 333
risk pooling, 333
screening and, 333

Intel, 8
Interest carry trade, 141

yield curve, 141–142
Interest rate(s), 51–86. See also Federal

funds rate; Separate Trading of
Registered Interest and Principal
Securities; World real interest rate

bank profits and, 306–307
bond market, 94–102
bond market model and, 120–121
bond prices and, 67–69, 116–117
bonds and, 53, 78
ceilings, 369
changes, 102–107
channel, 571
comparing investments and, 55
compound, 54
compounding and, 53–59
credit card, 116
default risk, 124–129
defined, 3
determining, 87–122
discounting and, 53–59
domestic, 111–112
equilibrium, 96
exchange rate and, 240n1
expected inflation and, 104–105
factors influencing, 52–53
Federal Reserve and, 21, 113–114
financial crisis of 2007–2009 and,

17–18
financial securities prices and, 51, 77
future value, 52–59, 80
hedging and low, 198–199
higher, 78–79
housing market, 117
information costs and, 129
international, making money on, 241
international capital market and, 110
LIBOR, 209
liquidity and, 129
liquidity premium theory and

calculating, 144–145
loanable funds and, 112
loans and, 52–53
long-term, 135
market, 94–102, 119
monetary policy and, 571, 580
mortgage, 116
nominal, 74–77, 85–86
opportunity cost and, 52–53
present value, 52–59, 80
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rates of return and, 72–74, 84–85
real, 74–77, 85–86
recessions and, 102–104
on reserves, 434
short-term, 135, 140
stability, 445
stock, 117
swaps, 208–209, 221–222, 296
tax changes and, 130–131
tax treatment, 129–134
T-bills and negative, 136–137
term structure of, 135–144, 152–155
treasury bills, 123–124
Treasury notes, 116
unemployment and, 538–539
U.S. bank, 306–307
VAT and, 131–133
yield curve and predicting, 139
yield to maturity and, 63

Interest-rate parity condition, 239–243,
250

defined, 240
international interest rates and, 241

Interest-rate risk, 52, 73–74, 311–312
financial futures and, 197
managing, 294–296
measuring, 295–296
proprietary trading and, 318
reducing, 296
structure, 124–134, 150

Intermediate targets, 460, 478
International capital market, 250

interest rate and, 110
loanable funds model and, 107–114,

121–122
International capital mobility, 239
International financial system

exchange rate regimes and, 491–505,
511–513

financial crisis of 2007–2009 and, 19
monetary policy and, 19, 481–513

International Monetary Fund (IMF),
511–513

defined, 495
International reserves, 508

defined, 482
International trading, 234
In the money, 203, 204
Intrinsic value

of options, 202
of options, calculating, 203–204

Investment(s)
after-tax return, 129
bond, 142
bonds and, risk, 198–199
comparing, 55
factors, 115
momentum, 176
recession of 2001 and, 529
T-bill, 142
treasury bill, 123

Investment analysts, 173–174
Investment banking, 8, 314–346

activities, 315–318
analysts, 326
commercial bank, 325
compensation, 325–326
defined, 315

financial crisis of 2007–2009 and, 18, 324
financial engineering and, 317
industry, 323–324
M&A and, 316–317
maturity mismatch, 321
moral hazard and, 322–323
operation, 340–341
proprietary trading and, 318
repo financing and, 318–323
research and, 317–318
rising leverage in, 318–323
security issues, new and, 315–316
security issue underwriting and, 316

Investment incentives, 529–530
Investment institutions, 326–330, 342–343

defined, 326
finance companies, 329–330
hedge funds, 328–329
mutual funds, 326–328

Investment portfolio
building, 88–94, 118
choice, determinants of, 88–92
cost of acquiring information and, 92
defined, 8
expected return and, 89
liquidity and choice of, 91
risk and, 89–90, 93–94
wealth and, 88–89

Investment spending
actual, 548
planned, 548

Investment strategies
efficient markets and, 171–172
financial analysts and hot tips, 171–172
portfolio allocation, 171
trading, 171

Investors
individual, stocks and, 180–181
small, problems facing, 254
small business, 91
stock market participation, 161–162

iPad, 30–31
IPO. See Initial public offering
Iraq, 35 
Ireland, 482
IS curve, 547–556, 576–577

constructing, 554
defined, 548
output gap, 554–556
shifts in, 556

IS-LM model, 582–584
LM curve, 582–583
monetary policy in, 583–584

IS-MP model, 19, 546–584
defined, 547
equilibrium in, 563–570, 578–580
IS curve, 547–556, 576–577
MP curve, 557–558, 576–578
origins, 564–565
Phillips curve, 558–560, 576–578
three parts, 548

Italy, 481
central bank independence, 43, 45

Jackson, Andrew, 385–386
January effect, 175
Japan, yen, 226–228, 240, 355, 486–487

central bank independence, 45

JC Penney, 330
JDS Uniphase, 174
Jobs, Steve, 258
Jones, Norman, 80
JPMorgan Chase, 305, 315, 322, 325

Bear Stearns acquired by, 16, 345
credit default swaps, 210

Junk bonds, 78, 126

Kaplan, Thomas, 412
Karl, Kurt, 434
Kaufman, Ted, 374
KB Home, 277
Keynes, John Meynard, 50, 187, 516, 521

The General theory of Employment,
Interest, and Money, 564–565

multiplier effect and, 553
Key Private Bank, 472
Keynesian view, 521–522
King, Mervyn, 377
Kocherlakota, Narayana, 515, 544
Kohn, Donald, 392
Kolchinsky, Eric, 148–149
Korea, 355
Kotlikoff, Laurence J., 351, 377

Lachman, Desmond, 506
Large open economy, 112–114

defined, 112
Law of large numbers, 33
Law of one price, 69–70, 248

defined, 232
exchange rates and, 232–234

Legal tender. See also Currency
defined, 30
money as, 46

Lehman Brothers, 1, 315, 325
bank runs, 361–362
bankruptcy, 16, 212, 380
repurchase agreements, 321n1

Lehman paper, 342
“Lemons problems,” 256–258, 275–277
Lender of last resort, 10, 376–377

defined, 350
the Fed as, 364–366
financial crises and, 364–366

Lenders, 4n1. See also Bank lending
Lending facilities, 457–458
Lending fund, 309
Letter of credit, standby, 300
Leverage, 232, 309–310. See also

Deleveraging
bank, 291, 309–310
commercial bank, 291
defined, 291
investment banking and rising, 318–323
perils of, 319–320

Leverage ratio, 319
commercial bank’s, 320
limits on size of, 320

Lewis, Michael, 322–323
Liabilities

commercial bank, 281–284, 308
defined, 281
the Fed’s, 413
financial, defined, 4

LIBOR. See London Interbank Offered
Rate
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Life insurance companies, 332
Lily Pond Capital Management LLC, 244
Limited liability, 182

corporate, 157–158
defined, 158

Liquidity, 12–13, 48, 118, 175
bond, 98, 129
defined, 12
diversification and, 92–93
interest-rate parity condition and, 240
interest rates and, 129
investment portfolio choice and, 91–92
management, 292
money, 29

Liquidity preference theory, 516
Liquidity premium theory, 152–153

defined, 143
interest rate calculations using, 144–145
of term structure, 137, 143–144

Liquidity risk, 311–312, 349
defined, 292
managing, 292

Listed options, 200, 220
Litan, Robert, 374
LM curve

defined, 582
deriving, 582–583
shifting, 583

Loan(s). See also Discount loans; Savings
and loans

as bank assets, 286
C&I, 286
commercial, 6, 59
from financial intermediaries, 268–269,

277
fixed-payment, 61, 65, 81
floating-rate, 296
housing boom and bank, 52
industrial, 6, 59
interest on, 52–53
local banks, 279–280
securitized, 3–4, 13–14, 22
simple, 59–60, 64, 81

Loanable funds
bond market and, 107–109
bond market equilibrium and, 109–110
demand and supply of, 107–109
demand curve, 109
interest rates and, 112
international capital market and,

107–114
large open economy and, 112–114
market for, approach, 94
open economy, small and, 110–112
supply curve, 109

Loanable funds model, 107–114, 121–122
international capital market and,

121–122
large open economy, 114

Loan commitment, 312–313
defined, 300

Loan losses, 6–7
bank profits and, 289–290
reserves, 290

Loan loss reserve, 370
Loan sale, 312–313

defined, 300
Local banks, loans from, 279–280

London Interbank Offered Rate (LIBOR),
209

London Stock Exchange, 8, 159
Long position, 217

defined, 193
Long-run aggregate supply curve (LRAS),

522–523, 541–542
defined, 522
shifts in, 524–525

Long-term bond, 3, 106–107
Long-Term Capital Management (LTCM),

329
financial crisis of 2007–2009 and, 367
hedge fund, 341

Lowenstein, Roger, 322, 345
LPL Financial, 180
LRAS. See Long-run aggregate supply curve
LTCM. See Long-Term Capital

Management

M1, 48, 441
aggregate, 33–34
defined, 34
growth rates, 36–37, 462
M2 v., 36–37
value of currency in, 35

M2, 48
aggregate, 34
defined, 34
growth rates, 36–37, 462
M1 v., 36–37
money market items in, 441n2
money supply process, 441

M&A. See Mergers and acquisitions
Macroeconomic equilibrium, 578–580
Macy’s, 330
Madoff, Bernard, 266
Maintenance margin, 199
Malaysia, 238
Malkiel, Burton, 172–173
Mallaby, Sebastian, 343
Malmendier, Ulrike, 162
Managed floating exchange rate, 504
Managed float regime, 511–513

defined, 499
Margin call, 200
Margin requirement, 217

defined, 199
Marketable securities, 285
Market for corporate control, 265
Market for money

aggregate demand curve and, 516–518
price level and, 517

Market interest rates, 94–102
Market makers, 229
Market (or systematic) risk, 118, 163

defined, 93
Market Volatility Index (VIX), 207–208
Marking to market, 217

defined, 199
Marlboro cigarettes, 27–28, 47
Massachusetts Financial Services, Inc., 326
Massachusetts Investors Trust, 326–327
Matched sale-purchase transactions, 453
Material information, 258
Maturity, 61. See also Yield to maturity

bond, 136, 142
interest-rate risk and, 73–74

Maturity mismatch, 242
investment bank, 321

Mayer, Christopher
McAvoy, Michael, 388
McCain, Bruce, 472
McCauley, Paul, 315
McDonald’s, 158
McDonough, William, 367
Mean reversion, 176
Medium of exchange

assets suitable to use as, 29–30
defined, 28
money as, 28, 46

Meltzer, Allan, 379, 406, 439–440, 508
Mergers and acquisitions (M&A),

316–317
Merrill Lynch, 62, 159, 185, 315, 325
Merton, Robert, 329, 367
Mexico, 227, currency crisis, 487
Micro Electronics, Inc. 574
Microsoft, 160, 166, 185, 174, 259, 315

efficient markets hypothesis and,
169–170

option pricing and, 202–203
options, 204

Minnick, Walt, 309
Mint, U.S., 411
Misperception theory, 520
MMDAs. See Money market deposit

accounts
Momentum investing, 176
Monetarists, 461–462
Monetary aggregates, 48

defined, 33
measuring, 33–34

Monetary base
borrowed reserves, 427–428
defined, 413
explosion in, explaining, 418–419
the Fed and, 412–419, 436–437
the Fed and changes in, 415–419
financial crisis of 2007–2009 and,

428–433
foreign exchange intervention and,

508–509
foreign exchange market intervention

and, 482–484
money supply and, 426
nonborrowed, 427–428

A Monetary History of the United States
(Friedman, Schwartz), 359–360

Monetary neutrality, 542–543
defined, 527

Monetary policy, 10–11, 442–480
Bank of Canada, 468
Bank of England, 469–470
Bank of Japan, 469
channels, 571–572, 580
defined, 10
ECB, 481, 505
economic growth and, 445
effects of, 530–536, 543–545
ESCB, 470
expansionary, 530–531
Federal Reserve, 10–11
Federal Reserve, goals, 443–446
Fed’s forecasts and, 547
financial crisis of 2007–2009 and, 19
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financial market/institution stability
and, 445

foreign-exchange market stability and,
445–446

German Central Bank, 468–469
goals, 443–446, 474–475
goals, targets and meeting, 460–461
high employment and, 444
inflation, 569–570
inflation targeting, 466–467
instruments, 460–461, 463–464, 478
interest rates and, 571, 580
interest rate stability and, 445
international comparisons, 467–470
international financial system and, 19,

481–513
in IS-LM model, 583–584
monetary targeting and, 459–470,

478–479
net worth and, 571–572
price stability and, 443–444
recession of 2007–2009 and effective,

534–535
recessions and using, 565–566
tools, 446–458, 475–478
trade-offs, 499
U.S., 499

Monetary targeting, monetary policy and,
459–470, 478–479

Monetary theory
aggregate demand/supply, 19, 514–545
IS-MP model, 19, 546–584

Monetizing government debt, 41
Money, 22, 46. See also Real money

balances
in the, 203, 204
businesses and accepting cash, 30
commodity, 27, 31, 46
defined, 2, 26
the Fed and restoring flow of, 1–2
fiat, 30, 31
financial crisis of 2007–2009 and, 17
financial system and flow of, 4, 5
flow of, 1–2, 4
functions of, key, 46–47
high-powered, 413, 436
holding, 517
income and, relationship of, 38–39
income v., 29
invention of, 27–28
key functions of, 28–31
as legal tender, 46
liquidity and, 29
market for, 516–518
as medium of exchange, 28, 46
need for, 26–28
out of the, 203, 204
paper, 30–31
payments system and, 25–50
prices and, 37–38, 461–463
quantity theory of, 37–41, 49–50
specialization and, 28
standard of deferred payment and, 29, 46
store of value and, 29
supply, 2
system, introducing, 1–24
term structure and making, 141–142
time value of, 56, 80

as unit of account, 28, 46
velocity of, 37
wealth v., 29, 46
what can serve as, 29–30

Money market deposit accounts
(MMDAs), 282, 369

Money Market Funds, Guarantee
Program for, 345

Money market mutual funds, 284,
327–328, 342–343

defined, 327
Money multiplier

banks and, 423–433
currency holdings and, increases in, 424
excess reserves and, increases in, 424
expression for, using, 426–427
financial crisis of 2007–2009 and,

428–433
nonbank public and, 423–433, 438–439
realistic, deriving, 424–428

Money supply
definition of, 2, 36–37
financial crisis of 2007–2009 and,

428–433
financial crisis of 2007–2009 and

process of, 19
inflation and growth in, 462
inflation rate and growth of, 39–40
M1 aggregate, 33–34
M2 aggregate, 34
measuring, 33–37, 48–49
monetary aggregates, measuring and,

33–34
monetary base and, 426
process, 19
M3, 468–470

Money supply process
the Fed’s, 411–441
for M2, 441

Moody, John, 127
Moody’s Analyses of Railroad

Investments, 127–128
Moody’s Investors Service, 123, 125, 272

Abacus CDOs and, 272
Goldman Sachs and, 148–149
high ratings and pressure on, 148–149
sovereign debt default and, 134

Moral hazard, 16, 262–265
in bond market, 264–265
credit risk and, 292
defined, 255
financial intermediaries and reducing, 265
insurance company, 333–334
investment banks and, 322–323
Ponzi schemes as form of, 266
problems of, 255–271, 274–277
reducing, 322
in stock market, 262–264

Morgan, J.P., 386. See also JPMorgan Chase
Morgan Stanley, 8, 324–325

leverage ratios, 320
Mortgage(s), 3. See also Adjustable-rate

mortgages; Federal Home Loan
Mortgage Corporation; Federal
National Mortgage Association

adjustable-rate, 15–16
banks originating, 4
commercial, 286

interest rates, 116
market, 2000s and changes in, 15–16
residential, 286
subprime, 347

Mortgage-backed bonds, 68
credit rating agencies and, 272–273

Mortgage-backed security, 3–4, 314, 321,
472–473

MP curve, 557–558, 576–578
defined, 548

Multiple deposit contraction, 423, 437
Multiple deposit creation, 421–422

defined, 421
Multiple deposit expansion, 419–423
Multiplier effect, 576–577

defined, 551
GDP, potential and, 550–554

Municipal bonds, defined, 130
Muth, John, 168–169
Mutual funds, 8, 185, 314–346

closed-end, 327
defined, 326
index, 327
industry, 326–327
load, 327
money market, 284, 327–328, 342–343
no-load, 327
open-end, 327
types, 327

Nagel, Stefan, 162
nakedcapitalism.com, 276
NASDAQ Composite index, 8–9, 158–160

financial crisis of 2007–2009 and,
176–177

NASDAQ stock market, 158
National Association of Manufacturers,

348
National Association of Securities Dealers

Automated Quotation System. 
See NASDAQ

National banks, 312–313
defined, 297

National Bureau of Economic Research
(NBER), 351

unemployment rate, 514–515
National City Bank, 299
National Federation of Independent

Businesses, 261
National income, 549
NationsBank, 298
NBER. See National Bureau of Economic

Research
Negative interest rates, on T-bills,

136–137
Negotiable CDs, 368
Negotiable order of withdrawal (NOW)

accounts, 282, 368–369
Net interest margin, 309–310

defined, 290
Net worth, 275

adverse selection reduction and, 259
defined, 259
monetary policy and, 571–572

Netherlands
central bank independence, 45

New classical view, 520
New Deal, 535–536
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New York Clearing House, 386
New York Giants, 175
New York Mercantile Exchange

(NYMEX), 192
New York Stock Exchange (NYSE), 8–9,

72, 158–159, 200
New Zealand

central bank independence, 43, 45
1970s inflation, 44–45
Nigeria, 40
Nixon, Richard, 397
Noise trading, 187

behavioral finance and, 178–179
Nokia, 159
Nominal exchange rates, 246

defined, 225
real exchange rates v., 228

Nominal interest rates, 74–77
defined, 74
real interest rates and, 85–86

Nonbank financial firms, 315. See also
Shadow banking system

Nonbank public, 412
money multiplier and, 423–433,

438–439
Nontransaction deposits, 282
North Korea, currency, 47
Northwestern Mutual Insurance

Company, 83
Norway, 355

central bank independence, 45
Notation, 59
Notational principal, 208
NOW accounts. See Negotiable order of

withdrawal accounts
NYMEX. See New York Mercantile

Exchange
NYSE. See New York Stock Exchange

Obama, Barack, 11, 23, 391, 530, 562
American Recovery and Reinvestment

Act, 553–554
Board of Governors nominees and, 404
fiscal polity action, 443
tax cuts, 102

Off-balance-sheet activities, 299–301,
312–313

defined, 299
Office of Credit Ratings, 128
Office of Management and Budget, 116
Office of the Comptroller of the Currency,

10
Official reserve assets, 490, 510
Okun’s Law, 560–562, 577–578

defined, 561
recession of 2007–2009 and, 562–563
unemployment rate predictions and,

561
Olney, Buster, 57–58
Open economy, 121

defined, 110
large, 112–114, 121
large, defined, 112
large, loanable funds model and, 114
loanable funds and large, 112–114
loanable funds and small, 110–112
small, 110–112, 121
small, defined, 111

Open market operations, 415–417, 436,
452–455, 475–476

defensive, 453, 477
defined, 415, 446
discount loans v., 418
dynamic, 453, 477
federal funds rate and, 448–449
implementing, 453
monetary policy tools v., 455

Open market purchase, 436
defined, 415

Open market sale, 436
defined, 416
multiple deposit contraction and, 423

Open Market Trading Desk, 454
Operating targets, 460–461, 478
Opportunity cost, 52–53
Option(s), 200–208, 219–221. See also

Chicago Board Options Exchange
American, 200
Apple, 201–202, 220
buying/selling, 201–202
call, 200, 202, 203, 205–206, 219–221
contracts, 230
defined, 200
European, 200
expiration date, 219
hedging with, 206
IBM, 220–221
intrinsic value, 202
intrinsic value, calculating, 203–204
listed, 200, 220
listings, interpreting, 205–206
listings, reading, 204
Microsoft, 202–204
in the money, 203, 204
out of the money, 203, 204
premium, 202, 220
pricing, 202–204
put, 200, 202, 203, 205–206, 206,

219–221
risk management and, 206–207
time value, 202
underwater, 203

Organization of Petroleum Exporting
Countries (OPEC), 528

Originate-to-distribute business model,
260

adverse selection and, 260–261
Out of the money, 203, 204
Output, 515
Output gap, 554–556, 576–577

defined, 554
Federal Reserve and, 555–556
Phillips curve, 560–562
during recessions, 555

Over-the-counter market, 182. See also
NASDAQ stock market

defined, 158
Overweight, stock, 317

Pacific Investment Management Company
(PIMCO), 315

Page, Larry, 118
PaineWebber, 325
Panama, 35
Paper money, 30

drawbacks of, 31

Par value, 60
Passbook accounts, 282
Paul, Ron, 399
Paulson, Henry, 396, 380
Paulson, John, 412
Paulson & Co., 253

Abacus CDOs and, 270, 272–273
Pawn shop finance, 6–8
Payments system, 47

checks and, 31–32
commodity money transition to fiat

money, 31
defined, 31
efficiency, 33
electronic cash/funds and, 32–33
financial crisis of 2007–2009 and, 17
money and, 25–50

PayPal, 32–33
PayPhrase, 33
PBGC. See Pension Benefit Guaranty

Corporation
Pegging, 353, 511–513

China and dollar, 502–505
defined, 502

Penn Central Railroad, 364
Pension Benefit Guaranty Corporation

(PBGC), 332
Pension funds, 8, 330–332, 343–344

contribution to, taxation and, 331n1
defined, 330

Pension plan, underfunded, 331
Permanent income, 549n2
Perpetuities, yield to maturity, 65
Pets.com, 160, 179
Phillips, A.W., 558
Phillips curve, 558–560, 576–578

defined, 548
output gap, 560–562

Physical capital investments, 100
PIMCO. See Pacific Investment

Management Company
Pimco, 116
PNC Financial Services Group, Inc., 305
Poland, 523–524
Policy directive, 476
Political business cycle, 408

defined, 397
Ponzi, Charles, 266–267
Ponzi schemes, 266–267
Portfolio, 8
Portfolio allocation, 171
Portugal, 482
Potential GDP, 576–577

defined, 550
multiplier effect and, 550–554

Pound, exchange rates, 227–228,
233–234

PPP. See Theory of purchasing power
Preferred habitat theory, 137, 143, 152.

See also Liquidity premium theory
Preliminary estimate, 567
Premiums, 5, 332. See also Default risk

premiums; Liquidity premium
theory

currency, 241, 250
option, 202, 220
risk-based, 333, 566–567
term, 143, 152
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Present value
defined, 56
discounting and, 56–57
interest rate, 52–59, 80

Pretax profitability, of physical capital
investments, 100

Price(s). See also specific prices
debt instruments, 59–62, 81–82
gold, 155, 432–433
housing, 361n1
money and, 37–38, 461–463
stickiness, 521–522

Price, T.R. Rowe, 118
Price level, 228

market for money and, 517
Price-specie-flow mechanism, 493
Price stability, 442, 471

monetary policy, 443–444
Pricing anomalies, efficient markets and,

174–177
Primary credit, 477

defined, 457
Primary dealer credit facility, 457
Primary dealers, 477
Primary market, 22

defined, 9
Prime rate, 311–312

defined, 293
Principal-agent problem, 275, 407

defined, 263
Principal-agent view, 397–398

defined, 397
Private equity firms (corporate

restructuring firms), 275
defined, 265

Private firms, 158
adverse selection and, 258

Private information
banking, 260
firms gathering, 259

Private placements, 332
Profits. See also Bank profits

arbitrage, 170, 232–233
financial arbitrage, 70
Goldman Sachs, 325–326
stock price and, 185

Property and casualty companies, 332
Proprietary trading, investment bank, 318
Prospectus, 316
Public interest view, 396–397, 407

defined, 396
Publicly traded companies, 182, 257

defined, 158
SEC regulation of, 258
separation of ownership from control,

262–263
Push-out provision, 214
Putnam Management Company, 327
Put option, 202, 203, 205–206, 219–221

defined, 200
hedging and, 206

Quantitative easing, 477
defined, 455

Quantity theory of money, 37–41, 49–50
defined, 38
inflation defined by, 38
inflation forecasts and, 39

Quants, rise of, 202–204
Quantum Group, 8
Quota, 249

defined, 234

Raichle v. Federal Reserve Bank of New
York, 399

Random walk, 184
defined, 171

A Random Walk Down Wall Street
(Malkiel), 172–173

Rates of return, 51–86
defined, 72
expected, 89
financial crisis of 2007–2009 and, 17
general equation for, 73
interest rates and, 72–74, 84–85
on one-year investment in stock, 164

Rational expectations, 168–174,
184–186

adaptive expectations v., 168–169
defined, 168

rE. See Required return on equities
Reagan, Ronald, 396
Real exchange rates, 246

nominal exchange rates v., 228
Real GDP, equilibrium level of, 552–553
Real interest rates, 74–77

actual, 75
defined, 74
nominal interest rates and, 85–86

Real money balances, 540–541
defined, 516

Real-time data, 567–568
Recession(s), 16

bank panics and, 351–352, 355
business cycle, 354
default premiums, 127
“double dip,” 154, 443
interest rates and, 102–104
monetary policy and, 565–566
output gap and, 555
predicting, 348

Recession of 1937–1938, 430–431
Recession of 2001, 529
Recession of 2007–2009, 23. See also

Financial crisis of 2007–2009
complications fighting, 566–567
Great Depression compared with,

535–536
monetary policy and, 534–535
Okun’s Law and, 562–563
recovery, 442–443
risk-based premiums and, 566–567

Regions Bank, 299
Regulation Q, 368
Reinhart, Carmen, 354–355, 373, 377
Relationship banking, 275, 294

defined, 259
Rents, housing, 361n1
Reparations, 41
Repo financing, 340–341

investment banking, 318–323
Repos. See Repurchase agreements
Republic Services, 151
Repurchase agreements (repos, RPs), 283

counterparty risk, 283
investment banking and, 318–323

Lehman Brothers, 321n1
reverse, 292

Required reserves, 425, 436
defined, 285, 415
ratio, 436
ratio, changes, 450–451

Required return on equities (rE), 163, 183
Research, 317–318
Reserve(s), 308. See also Bank reserves;

Excess reserves; Required reserves
aggregates, 463
balances, interest on, 446, 458, 475
banking system response to increased,

420–422
bank runs and, 351
borrowed, 427–428
defined, 285
demand for, 447–448
financial crisis of 2007–2009 and, 411,

433
interest, 434
international, 482
official, assets, 490
secondary, 285
single bank response to increased,

419–420
supply, 448
targeting, 463–464

Reserve Fund, 328
Reserve Primary Fund, 342
Reserve requirements, 285, 308, 475–476

cost, 390
defined, 446
discount rate and, 449–451

Residential mortgages, 286
Restrictive covenants, 275, 334

credit risk management and, 293–294
debt contracts, 269, 277–278
defined, 264

Return(s), 4. See also Expected return
after-tax, 94, 129
defined, 72
expected, 89, 97–98, 118, 256
risk trade-off with, 90

Return on assets (ROA), 290–291,
309–310

expected, 97
Return on equity (ROE), 309–310

defined, 290
Revaluation, 496, 511–513
Riegle-Neal Interstate Banking and

Branching Efficiency Act, 298
Risk, 118, 175. See also specific types of

risk
averse to, 90
bank, 292–296
bonds, 98
conditional expected, 91
defined, 90
expected, 91
expected shortfall, 91
idiosyncratic, 93
investment portfolio, 93–94
investment portfolio choice and, 89–90
liquidity, 292, 311–312, 349
loving, 90
market, 93
measuring, 90
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neutral, 90
pooling, 333
return trade-off with, 90
sharing, 12

Risk-adjusted assets, 370
Risk-based premiums, 333

recession of 2007–2009 and, 566–567
Risk management, 317

options and, 206–207
Risk structure

default risk and, 124–129
of interest rates, 124–134, 150

RNB. See Rivendell National Bank
ROA. See Return on assets
ROE. See Return on equity
Rogoff, Kenneth, 354–355, 373, 377,

506–507
Rolling over, 243
Rollover risk, 328
Rollover strategy, 138
Rolnick, Arthur, 379
Roman Empire, 48
Romania, 40, 151
Romer, Christina, 161, 545, 562
Roosevelt, Franklin, 357, 535–536
Royal Bank of Canada, 310
Russia, 122, 238
RPs. See Repurchase agreements

Sachs, Jeffrey, 512, 524
Salomon Brothers, 322, 325
Sand Hill Advisors, 198
Sargent, Thomas, 42
Savers, borrowers matched with,

253–255, 274
Savings, 9–10

accounts, 284
banks, 5
household, 9–10
investment portfolio risk and, 93–94

Saving glut, 113–114 
Savings-and-loan (S&L) crisis, 370
Savings and loans, 5
Scholes, Myron, 329, 367
Schwartz, Anna, 359–360
SDRs. See Special Drawing Rights
Seasonal credit, 477

defined, 457
SEC. See Securities and Exchange

Commission
Secondary credit, 477

defined, 457
Secondary markets, 8–9, 22, 67, 69–70

defined, 9
Secondary offering, 316
Secondary reserves, 285
Second Bank of the United States,

385–386
debate, 399

Securities, 285. See also Separate Trading
of Registered Interest and Principal
Securities

defined, 2
Federal Reserve, 434–435
financial, interest rates and, 51, 77
investment banks and, 315–316
marketable, 285
mortgage-backed, 3–4, 472–473

new, issues, 315–316
prices, 70
tradable, 2
underwriting, issues, 316

Securities and Exchange Commission
(SEC)

Abacus CDOs and, 272–273
establishment, 336
Goldman Sachs sued by, 252–253
Office of Credit Ratings, 128
publicly traded companies regulated by,

258
stock and bond market regulation by,

337
Securitization

Abacus CDO, 260
adverse selection problems and,

260–261
defined, 3

Securitized loans, 3–4, 22
services provided by, 13–14

Security
defined, 2

Segmented markets theory, 152
defined, 142
expectation theory v., 142
of term structure, 137, 142–143
upward-sloping yield curve, 143

Senate, U.S.
Senate Banking committee, 20–21
Senate Permanent Subcommittee on

Investigations, 148–149
Senate Banking committee, 20–21
Senate Permanent Subcommittee on

Investigations, 148–149
Senior debt, 370
Separate Trading of Registered Interest and

Principal Securities (STRIPS), 62
Settlement by delivery, 194
Settlement by offset, 194
Settlement date, 216, 247

defined, 192
Shadow banking system, 314–346

financial crisis of 2007–2009 and, 18,
314, 335n4, 337–339

regulation, 336–337
systemic risk and, 335–337, 344–346

Shanghai Stock Exchange, 159
Shareholders, 3, 157

moral hazard monitoring by, 322
Shareholder’s equity, 157, 281
Shelby, Richard, 374, 404
Shiller, Robert 15, 24
Shocks

aggregate demand, 528, 530, 532–533,
556, 576–577

aggregate supply, 532–533
aggregate supply in Poland and,

523–524
supply, 523, 528–529, 541–542

Short position, 217
defined, 193

Short-run aggregate supply curve (SRAS),
520–522, 541–542

defined, 520
shifts in, 522–523, 525

Short sale, 201
Short-term bond, 3

Simple deposit multiplier, 419, 422–423,
437–438

defined, 422
Simple loan, 59–60, 81

defined, 59
yield to maturity of, 64

SIVs. See Special investment vehicles
S&L crisis. See Savings-and-loan crisis
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Stock(s), 22, 59, 157–162, 182–183
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fundamental value of, 165–166
Gordon growth model, 166–167
individual investors and, 180–181
interest rates, 117
one-year investment in, 162–164
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on, 164
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support, 180–181
transaction fees and buying, 278
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values, 267–268, 269
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Stock exchange, 182. See also New York
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world, 159

Stock market, 157–162, 182–183
external funds and, 277–278
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161–162
interest rates and, 116
moral hazard in, 262–264
NASDAQ, 158
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performance of, economy and, 160–161
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SEC regulation of, 337
U.S., 161–162
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Stock market crash of 1987, 364
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recovery of, 160
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Apple, 156–157, 220
determining, 163–164, 183–184
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volatility, 156–157, 180–181
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money as, 29, 46
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STRIPS. See Separate Trading of Registered

Interest and Principal Securities
Stumpf, John, 313

Subordinated debt, 370
Subprime borrowers, 23
Subprime crisis, 338–339
Subprime mortgages, 347
Summers, Lawrence, 42
Sunshine Act, 392, 407
SunTrust Bank, 299, 305
Super Bowl, 175
Supply curve. See also Aggregate supply;

Demand and supply
for bonds, factors shifting, 100, 103
Fisher effect and, 105
for loanable funds, 109

Supply shocks, 541–542
defined, 523
U.S., 528–529

Swap(s), 208–212, 221–223. See also
Credit default swaps

credit, 209–210, 222
credit default, 210–211, 222
currency, 209–210, 222
defined, 208
interest-rate, 208–209, 296

Swap contracts, 208
Swap execution facility, 214
Swap lines, 224–225
Sweden, 355

central bank independence, 45
Sweep accounts, 462
Swiss Re, 434
Switzerland, 227

central bank independence, 43, 45
Syndicate, 340–341
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Systematic risk. See Market risk
Systemic risk

defined, 336
shadow banking system and, 335–337,

344–346

T-account, 309–310, 415–416, 437,
508–509

commercial bank, 288–289
defined, 288

Taleb, Nassim Nicholas, 91
TALF. See Term asset-backed securities

loan facility
Tariff, 249

defined, 234
TARP. See Troubled Asset Relief Program
Tax(es). See also Value-added tax

after-tax return, 94, 129
bonds and, 129–134
business, 101
capital gain, 164
dividend, 164–165
interest rates and, 129–134
interest rates and changes in, 130–131
pretax profitability, 100
trading, 175

Tax cuts, 102
Taylor, John, 114, 465
Taylor rule, 464–466, 478, 554, 558

defined, 465
T-bills. See Treasury bills
TD AMERITRADE, 159
Technical analysis, 168

behavioral finance and, 178

Tedford, Bill, 106
Term asset-backed securities loan facility

(TALF), 458
Term Auction Facility, 458
Term deposit facility, 446–447, 475
Term premium, 152

defined, 143
Term securities lending facility, 458
Term spread, 146
Term structure

defined, 135
economic variable forecasting and,

145–146
expectations theory of, 137–140
expectations theory of, interpreting,

139–140
explaining, 137
of interest rates, 135–144, 152–155
liquidity premium theory of, 137,

143–144
money made from, 141–142
segmented markets theory of, 137,

142–143
yield curve, 146–147
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Theory of purchasing power (PPP),

248–249
arbitrage profits and, 232–233
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exchange rates and, 232–234
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TIGR. See Treasury Investment Growth

Receipt
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Time deposits, 282
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Time horizon, 93
Time value

of money, 56, 80
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TIPS. See Treasury Inflation Protection
Securities
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“Too-big-to-fail,” 360, 381–383
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end of, 366
policy, development of, 364–365

Toyota, 159, 185, 226
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Trade
credit, 267
exchange rates and, 225–228,

246–247
governmental barriers imposed on, 234

Traders, 69
Trade-weighted exchange rate, 238, 250
Trading, 171

activities, 300–301
costs, 175
desks, 318
in futures market, 199–200
insider, 170–171
international, 234
proprietary trading, 318
strategies, 175
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Transaction costs, 18, 46, 252–278
defined, 26, 254
financial intermediaries and reducing,

254–255
interest-rate parity condition and, 240

Transaction deposits, 282
Transactions, financial, 53
Transactions motive, 516
TRAPS. See Trading Room Automated

Processing System
Treasury bills (T-bills), 62, 71–72

bond investment v., 142
interest rates, 123–124
interest rates, negative, 136–137
investing in, 123
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Treasury bonds, 62, 70–71
maturity, 135
U.S. default on, 134

Treasury Department, U.S., 62
the Fed and, 395–396
financial crisis of 2007–2009 and

response of, 16–17
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(TIPS), 76–77
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(TIGR), 62
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interest rates, 116
Treasury-Reserve Accord, 396
Treasury securities, TIPS and, 76–77
Treasury yield curve, 135
Trichet, Jean-Claude, 403, 409
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17, 24, 68, 302–305, 312–313, 363
CPP, 313
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True value, 58
Truman, Harry S., 536
2010 financial overhaul, 366
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Underweight, stock, 317
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Unemployment, 443
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20, 538–539
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interest rates and, 538–539
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537
low, 444
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Okun’s Law and predicting, 561
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Unit banking states, 298
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money as, 28, 46

United Kingdom, 277, 481
central bank independence, 45

United Negro College Fund, 365
United States,

central bank independence, 43, 45
exchange rates, 227 
inflation, 40

Unsterilized foreign exchange intervention,
508

defined, 484
exchange rate and, 484–485

Unsystematic risk. See Idiosyncratic risk
Upward-sloping yield curve, 135, 140

segmented markets theory and, 143
term structure and, 147

U.S. Bank, 299
U.S. Bancorp, 305
U.S. Mint, 411
USAA High Yield Opportunities Fund, 78

Value-added tax (VAT), 131–133
Value-at-risk (VAR) approach, 301
Vanguard 500 Index Fund, 154, 159, 188
Vanguard Large-Cap ETF, 327
Vanguard’s Global Equity Fund, 159
VAR. See Value-at-risk approach
VAT. See Value-added tax
Vault cash, 308, 436

defined, 285, 414
Velocity of money, 37
Vendor financing, 312–313
Venture capital firms, 275

defined, 265
Vesting, 331
Virtual banks, 301
VIX. See Market Volatility Index
Volcker, Paul, 301, 396, 461, 569
Volcker Rule, 373

Wachovia Bank, 299
Wagner, Mark, 279–280
Wal-Mart, 158, 160
Wall Street

bailout, 304

“the end of,” 324–325
investment banking and, 315

Wall Street Reform and Consumer
Protection Act, 25, 363, 366,
372–373, 381

Warburg, Paul, 406
Warburg, Siegmund, 340–341
Warsh, Kevin, 392
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bonds and, demand curve for, 97
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income v., 88
investment portfolio choice and, 88–89
money v., 29, 46

Weber, Axel, 403
Wells Fargo, 208–209, 305, 390

CPP and, 313
Wessel, David, 342
Wheelock, David, 146, 407
Wilson, Woodrow, 386, 387, 406
Wohar, Mark, 146
Wolin, Neal, 214, 215
World real interest rate, 110

domestic interest rate and, 111–112
World War I, 41–42, 50, 452
World War II, 128
Wrigley, 183

Yellen, Janet L., 404–405
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Bank of Japan and rising, 486–487
exchange rates, 226–228, 240, 486–487

Yield curve, 153–154
downward-sloping, 136
expectations theory and, 139–140
flat, 140
interest carry trade, 141–142
interest rates predicted with, 139
inverted, 136
term structure and, 146–147
Treasury, 135
upward-sloping, 135, 140, 143, 147

Yield to maturity, 62–66, 82
bond prices and, 69, 82–83
on debt instruments, 64–66
defined, 63
discount bond, 64
fixed-payment loan, 65
interest rates and, 63
perpetuities, 65
simple loan, 64
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Equation of exchange: MV = PY

Expected rate of capital gain:

Expected rate of inflation:

Gordon growth model:
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Money multiplier:
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